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ABSTRACT
Route planning represents a major challenge with a substantial impact on safety,
economy, and even climate. An ever-growing urban population caused a signi�cant
increase in commuting times, therefore, stressing the prominence of e�cient real-
time route planning. In essence, the goal is to compute the fastest route to reach the
target location in a realistic environment where tra�c conditions are time-evolving.
Consequently, a large volume of tra�c data is potentially required and the route
continuously updated. We thereby address the re-routing problem to answer ques-
tions such as when, how often, and where is re-routing worthwhile. We base our
study on a real dataset, comprising the travel times of the road segments of New
York, London, and Chicago, collected over three months. By exploiting this dataset,
we implement an optimal algorithm, able to mimic ideal predictions of road segment
speeds in the network. Thereby, allowing us to compute the lower bound of travel-
time to serve as a reference against other routing techniques. Mainly, we quantify the
achieved travel-time gain of a static, no re-routing, and continuous re-routing strate-
gies. Surprisingly, we �nd that tra�c conditions are su�ciently stable for short time
windows, and re-routing a vehicle is very seldom useful when exploiting accurate
statistics at departure time. Typically, real-time re-routing should only be triggered
during rush hours, for long routes, passing through well-identi�ed road segments.
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1. Introduction

Road network tra�c congestion is a well known common cause of anger and frustration.
From an economic point of view, congestion has an even more drastic impact. The 2015
urban mobility scorecard (Schrank et al., 2015) reports that urban Americans traveled
an extra 6.9 billion hours and had to purchase an extra 3.1 billion gallons of fuel. To
reliably arrive on time, travelers had to plan 48 minutes for a trip that should last
only 20 minutes in light tra�c. The estimated cost of congestion is steeply increasing
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since reported in 1982, with a cost of $42 billion against a total of $160 billion in
2015. While solutions exist to control tra�c lights dynamically (Li and Sun, 2019), it
is highly probable that congestion would still occur.

Route planning algorithms (Bast et al., 2016) compute a route, which consists of
a sequence of road segments between a departure and arrival locations, and a travel-
time, denoting its associated end-to-end cost. Historically, mobile navigation devices
were used to guide the driver by autonomously computing a suitable route. With the
wide adoption of smartphones, though, many applications nowadays bene�t from the
cloud where all computations are performed (Li et al., 2017).

Route planning requires tra�c information (estimated speed, vehicle counts) gath-
ered from various sensors and probes within the network. Some mobile navigation
devices rely on the median recorded travel-times of a set of monitored road segments
to predict congestion. Smartphones and vehicles which usually embed GPS devices
are also exploited by regularly relaying tra�c measurements to the cloud so that a
real-time model of the road network can be constructed (Ahsani et al., 2019). Real-
time tra�c information is particularly valuable to reduce the cost of urban freight
transportation (Flamini et al., 2018).

Prediction as a service aims at predicting the travel time of each road segment, based
on past measurements (Wu et al., 2016). That way, a vehicle would use an alternative,
faster route if congestion has been predicted along its primary route. Uncertainty may
also be considered to compute a route with a given latest time of arrival (Lee et al.,
2019). While long-term prediction algorithms exist in the literature (Chen et al., 2019),
short-term predictions are still challenging. Tra�c jams are complicated to predict (Hu
et al., 2017), and their impact on travel time depends on various local factors (e.g.,
speed limit, type of street, neighboring local roads).

While vehicle re-routing may reduce the impact of congestion, relying on real-time
data can be computationally expensive. Computing a route, directly on a small em-
bedded device is inconvenient as tra�c data must be downloaded �rst, which may
correspond to a large volume of data when the target location is geographically far
away. Practically, this means that hundreds of weights have to be collected periodi-
cally, even if the target is in the same urban area. This represents a massive amount of
data when considering a large collection of users. Alternatively, the route computation
can be executed directly in the cloud: centralized servers reply in real-time to queries.
Thereby continuously re-evaluating the route of each vehicle until it reaches its des-
tination. Consequently, the load in the cloud is roughly proportional to the sampling
rate used to refresh the real-time data. In particular, it becomes challenging to exploit
route planning algorithms that rely on pre-processed data because of the continuous
tra�c changes measured on the network.

In this paper, we quantify the bene�t of using dynamic shortest path algorithms
that re-route vehicles when congestion increases. Indeed, alternative paths may provide
a faster route, but can only be identi�ed when using real-time information. For this
purpose, we exploit a real dataset comprising the travel times of the road segments of
several cities (i.e., New-York, London, Chicago, and Cologne). To compare simulations
with these real datasets, we also used the TAPAS (simulated) dataset (Uppoor et al.,
2014). The contributions of this paper are as follows:

(1) we quantify the travel-time gain when using real-time data to re-route vehicles, com-
pared to a no re-routing approach that prohibits diverting from the path evaluated
at the departure. Our dataset highlights that re-routing is very seldom required real
conditions, even during rush hours;
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(2) we provide an optimal algorithm to compute a lower bound for the travel time between
any pair of locations. The algorithm replays the real dataset to mimic ideal predictions.
The gain of using ideal predictions is below 10% compared with a continuous re-routing
solution, even for the worst route;

(3) we compare the impact of re-routing based on two types of datasets (a real dataset
vs. the simulated TAPAS dataset). Surprisingly, and contrary to current belief, we
obtain very di�erent behaviors when studying re-routing strategies. Simulations tend
to exacerbate the randomness of travel time. Thus, simulations seem to not accurately
capture the complexity of urban road network dynamics, proving the relevance of
exploiting real datasets;

The remainder of this paper is organized as follows. Section 2 provides the related
work. We then present the routing strategies used in our evaluation in section 3, and
detail our models and assumptions. We explain our methodology in section 3.3, as well
as the detailed description of our datasets. Section 4 presents our comparative analysis
of the travel time gain of each routing strategy. We conclude and discuss future work
in section 5.

2. Related Work

Road networks are usually abstracted through graph data structures where ver-
tices and edges represent physical intersections and road segments, respectively. Edge
weights are labeled with various metrics, such as distances or travel times required to
join two vertices along a given edge.

2.1. Re-routing in road networks

The �eld of shortest path algorithms ourished in the last decade, with continuous
improvement in execution times. Pre-processing consists of transforming the initial
graph to reply e�ciently to route queries (Bast et al., 2016). However, using real-time
information implies that the pre-processing phase has to be re-executed.

Gmira et al. (2019) propose to construct a delivery plan related to the Dynamic
Vehicle Routing Problem. Their solution collects speed values in real-time, and update
the path for a vehicle only if it becomes infeasible. However, they do not investigate
the sub-optimality cost, i.e., a route is not updated if no constraint is violated, even
if its travel time is not the smallest one.

Understanding when to re-route vehicles is critical to reducing the re-computation
cost. Pan et al. (2013) propose an infrastructure-based approach: when congestion is
detected, the system asks nearby vehicles to re-compute their shortest route. Conges-
tion threshold, as well as the set of vehicles to re-route, impact the e�ciency of this
proposal signi�cantly.

In the Dynamic Shortest Path problem (DSP), a re-routing algorithm tries to update
the shortest path to handle multiple edge weight updates (Chan and Yang, 2009). Such
an approach is much more e�cient than re-executing the shortest path algorithm from
scratch.

While these approaches aim to devise the most accurate strategy to trigger route
computation, the objective of this paper is to instead quantify the gain in
travel-time when authorizing redirections or exploiting ideal predictions.
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2.2. Real-time data sources

Collecting travel-time measurements of each road segment in real-time is a challeng-
ing objective. We may use the GPS trajectories of a collection of vehicles to deduce
the speci�c travel time of each road segment (Duan et al., 2018; Sanaullah et al.,
2016). For this purpose, each trajectory has to be mapped to a set of road segments
while minimizing the mismatch ratio (Falek et al., 2018). Ladino et al. (2016) pro-
pose to merge heterogeneous data sources (e.g., cameras, induction loops), to create a
combined, more accurate dataset. Imputation techniques (Chen et al., 2018) help to
reconstruct missing data (e.g., a road segment is not crossed for short time-period).

Recent approaches propose to adopt a synthetic model. Typically, the SUMO simu-
lator (Behrisch et al., 2011) is used to generate the mobility pattern of a large number
of devices, using realistic urban points of interest. Travel and Activity PAtterns Simu-
lation (TAPAS) was used to generate the well-known TAPAS-Cologne dataset (Uppoor
et al., 2014). However, to the best of our knowledge, no study has been conducted to
verify the accuracy of these simulations. In (Kamga et al., 2011), the authors, use
simulated data from VISTA (Ziliaskopoulos et al., 1999) to determine the impact of
incidents on travel times. Other tra�c simulation software such as Dynameq (Dy-
nameq, 2020) and TRANSIMS (Barrett et al., 2002) provide simulated datasets of the
travel times in a road network.

In this paper, we highlight in Sections 4 and 4.4 the di�erences obtained between
the di�erent approaches when using real (measurement-based) datasets vs.
the TAPAS dataset.

2.3. Tra�c prediction

Recently, tra�c prediction has received much attention in order to provide prediction
as a service (Liebig et al., 2017). These techniques try to consider the inherent charac-
teristics of road networks (e.g., ow conservation) to predict future trends accurately.
Predictions rely on computationally intensive techniques such as, e.g., bee colony opti-
mization (Dell’Orco et al., 2016), or spatiotemporal random �eld (Liebig et al., 2017).
Alternatively, Wang et al. (2019) propose to predict end-to-end travel times directly
but limiting its practical interest for route computation.

However, congestion is highly variable: Coifman and Mallika (2007) highlight that
48% of the congestion is di�cult to predict. Li et al. (2014) concludes that accidents
are impossible to predict and even complicated to detect early.

Since existing prediction techniques are partly inaccurate and computationally in-
tensive, we aim in this paper to quantify its gain: if individual travel times for
each road segment can be ideally predicted, is the end-to-end travel time gain sig-
ni�cant?

2.4. Evaluating routing performance on dynamic road networks

Smith et al. (2014) evaluate the impact of accidents on tra�c congestion using a
vehicular simulation and highlight the need for using actual tra�c conditions to predict
the travel time.

Wang et al. (2013) provide a performance analysis of di�erent route planning algo-
rithms (i.e., Dijkstra, static A�, dynamic Dijkstra, and dynamic A�) in smart cities.
Their experiments use the TAPAS-Cologne dataset (Uppoor et al., 2014), which was
built by generating tra�c demand using TAPAS and Gawron’s algorithm for tra�c
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assignment. They consider a rush hour during a weekday to evaluate the impact of
tra�c jams.

McArdle et al. (2012) attempt to simulate tra�c in the Greater Dublin region.
Typically, each vehicle selects its destination according to a radiation model, to model
probabilities of interactions between di�erent regions.

Unfortunately, all these performance comparisons use simulations with synthetic
models. The objective of our paper is instead to use real datasets, with the
actual travel time for each segment, at any instant, during very long periods
(i.e., a few months).

3. Methodology

A route planning solution identi�es a path to follow for a vehicle. Most solutions can
be classi�ed into:

(1) embedded devices help to compute a route, sometimes after having downloaded
real-time data about the congestion of the road network (Wang et al., 2015);

(2) cloud-based infrastructures receive a collection of queries from the vehicles that they
have to handle in real-time (Li et al., 2017). Continuously reconsidering the route be-
cause of real-time data is also expensive in a cloud serving a large number of customers,
where additional resources have to be provisioned.

Each route planning strategy has to solve individual queries, returning a route with
minimal travel time. Formally, we de�ne a query as q = (s; d; ts)js; d 2 V and ts 2 T ,
where s, d and ts represent the departure location, the destination location and the
departure time respectively. Likewise, a route is de�ned as an ordered list of vertices
(road segments) in the graph.

In this paper, we consider the following strategies, ordered by the volume of resources
(bandwidth and computation) they require:

(1) static: we do not have any knowledge of the actual tra�c conditions (i.e., no data is
exchanged);

(2) no re-routing: we know the travel time of each road segment precisely just before
the vehicle leaves its starting point. For the sake of limiting computational cost, the
vehicle does not reconsider its decision after departure;

(3) continuous re-routing: we have continuous access to the most recent real-time data.
A vehicle may be redirected to a di�erent (shorter) route as soon as tra�c conditions
change;

(4) prediction based routes: we are able to predict the tra�c conditions perfectly.
Consequently, we can identify the shortest ideal route, which constitutes our lower
bound;

3.1. Assumptions and Model

A road network is de�ned by a list of road segments. Each of them consists of a set
of consecutive coordinates (latitude and longitude) that de�ne its shape. We use a
dynamic directed graph GT = (V;E;WT ) to represent the road network, where v 2 V
is a vertex representing a physical intersection of two or more road segments, eij 2 E
a directed edge from vertex i to j, and wij(t) 2 WT the weight assigned to eij , as
a function of time t 2 T . Table 1 contains de�nitions of the recurring keywords and
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Table 1.: Keywords & symbols de�nitions.

Keywords &
symbols

De�nition

eij Directed edge from vertex i to j
dij Length [m] of eij

sij(t) Speed [m=s] of eij at time t
wij(t) Travel time [s] of eij at time t
T Number of timeslots in a given dataset
�t = 60 sec Sampling rate of the datasets
�t � �t Variable sampling rate
ri = fu; v; ::; wg De�nes a road segment
R = q(s; d; ts) Route in reply to the query from vertex s to d at timeslot ts
R = fu; v; w; ::; zg A route is an ordered set of vertices
TTime[q or R] Travel time of a query q (or a route R)
algo Designates one of four algorithms: static/no re-

routing/continuous re-routing/ideal
TTime[q; algo] Travel time of q using algorithm algo
t � 0 2 R Represents the time in seconds
0 � tk � T 2 N Timeslot index of a real-time data update

symbols used throughout the paper.
For the sake of clari�cation, we use the term dynamic to refer to a graph whose

structure remains the same (no edges are deleted or inserted), but edge weights change
over the period T . We consider road networks with tra�c congestion, but we neglect
the new roads that may appear.

We exploit a dataset where the speed of each road segment is monitored periodically
and synchronously. Thus, we denote by timeslot the discretized time, during which the
speeds for all the road segments remain unchanged. An edge weight wij(t) = dij=sij(t)
represents the travel time in seconds required to join the vertices i and j, where dij

and sij(t) represent the length of the edge eij and its corresponding speed at time t
respectively.

A road segment ri = fu; v; w; ::; zg 2 V consists of an ordered list of vertices in the
graph. When the speed on the road segment ri changes, it a�ects the weights of all the
edges associated with that road segment. Hence, in our implementation, every edge in
the adjacency list points to a speci�c road segment in the road segments map.

3.2. Route Planning Strategies

We now describe in more detail the route computation algorithms we use in the rest of
the paper to evaluate the importance of real-time speed data along with road segments.
Real-time information implies that vehicles may change their route when congestion
occurs. Practically, drivers may be progressively aware of current incidents because
they use di�erent data sources (Kucharski and Gentile, 2019). We neglect here the
mutual impact of their decisions, i.e., travel-time may increase if all the drivers take
the same decision. We model in the rest of this section di�erent families of routing
algorithms, taking into consideration tra�c information.

Each strategy corresponds to a given travel time formulation. The here presented
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route planning strategies (i.e., static, no re-routing, continuous re-routing, and ideal
prediction based) respectively deal with travel times that are either time-independent
(i.e., no knowledge of tra�c conditions), evolution-independent (i.e., knowledge of
tra�c conditions at the initial computation time only), time-aware (i.e., knowledge of
initial tra�c conditions and regular updates throughout the journey) or ideal (perfect
forecast of tra�c conditions).

3.2.1. Static Route Planning

We assume here the system has no knowledge about tra�c conditions (e.g., an embed-
ded device disconnected from the Internet). It represents our worst but thrifty strategy
and provides a baseline for comparison. Thus, it will use the maximum speed for each
road segment to compute the fastest route. The weights are time-independent, and
hence wij represents the travel time from vertex i to j, where sij is the speed limit in
this particular case. For a given query q(s; d; ts), the departure time ts is meaningless
since the algorithm would always return the same route for a departure from s toward
the destination d. We use Dijkstra’s algorithm (Dijkstra, 1959) to compute the route
with the shortest travel time.

3.2.2. No re-Routing Route Planning

The system has here a complete knowledge of the travel times but never reconsid-
ers its decision. It mimics an embedded navigation system that is disconnected after
departure or cloud infrastructure that executes the query only once. Thus, we apply
the same strategy as previously, just executing Dijkstra’s algorithm, with the travel
time of each road segment at departure. This way, we can quantify the gain of using
up-to-date information before departure.

3.2.3. Continuous re-Routing Route Planning

We continuously reconsider the routing decision by trying to compute a better route
with shorter travel time, modeling the approach proposed by Chen et al. (2010). This
strategy helps to bypass congested areas when they appear, but it also consumes
more resources. If the computation is delocalized, the device has to retrieve all the
travel times periodically for its area. In a cloud, this means that the query has to be
re-executed continuously, consuming computational resources.

Let �t be the sampling rate of the real-time tra�c data. The route planning algo-
rithm will re-compute the optimal route toward the destination at each crossroad. We
use a dynamic version of Dijkstra’s algorithm as detailed in algorithm 1:

(1) we use a time-dependent graph model, where the weight of each edge is time-variant.
When executing Dijkstra’s algorithm, we pick the most recent weights;

(2) the route is reconsidered when a new data sample occurs, i.e., it corresponds to an
update of speed data. In that case, the shortest route to the destination from the
current position is computed (line 4);

(3) we traverse the graph, following the current route (lines 7-17). We have to verify if we
can reach the next crossroad before the next speed sample occurs (line 11);

(4) if we cannot, we have also to consider the upcoming speed updates to reect the actual
travel time (line 14).

(5) when a new sample occurs, we set the upcoming crossroad as the new position (line
18) from which we re-evaluate the route (step 1).
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Algorithm 1: Fastest Route with continuous re-Routing.

Data: departure vertex (s), destination vertex (d), departure time (ts), sampling rate (�t)

Result: shortest route as an ordered list of vertices (route)
/* Set current position to vertex s and current time to ts */

1 here s;

2 tnow  ts;
3 do

/* updates the route, from here to the destination */

4 route dijkstra(here; d; tnow) ;
/* true if a new data sample occurs */

5 isNewSample false;
/* traverse the route until a new data sample occurs */

6 while !isNewSample do

/* next edge in shortest route */

7 evw  getNextEdge(route) ;

8 lg  getLength(evw) /* get length of edge evw */

9 while lg > 0 do
/* maximum distance that can be covered by next speed change */

10 lgmax  speed(evw; tnow) � (�t� tnow mod �t);

11 if lg < lgmax then /* crossroad reached before next sample */

12 lg  0 ;

13 tnow  tnow + lg
getSpeed(evw;tnow)

;

14 else /* crossroad not reached before next sample */

15 isNewSample true;
16 lg  lg � lgmax;

17 tnow  tnow + lgmax
getSpeed(evw;tnow)

;

18 here getHeadV ertex(evw);

19 while here 6= d;

/* we reached d */

20 return (route)

This version accommodates any sampling rate. This way, we can compare the impact
of the data accuracy on the travel time.

3.2.4. Ideal Prediction Based Route Planning

As mentioned earlier, tra�c congestion forecasting is a technique used by most ad-
vanced route planning algorithms. By incorporating predictions, one could predict
recurrent tra�c jams, and thus, plan the route accordingly at departure time.

We propose here to model such prediction-based routing algorithm (Liu, 2017).
More precisely, our goal is to quantify the maximal bene�t attainable when using a
perfect forecast. Thus, we use an ideal prediction algorithm to compute the maximum
gain achieved by any prediction-based routing algorithm. To do so, we depart a vehicle
in the past by replaying the recorded measurements a posteriori.

We propose to use Algorithm 2:

(1) we �rst insert the departure vertex into the set of settled vertices (line 1) as the triplet
(vertex, parent, arrival time). We insert its neighboring vertices (i.e., head vertices of
outgoing edges) into a priority queue keeping the vertex with earlier arrival time at
the head;

(2) at each iteration, we poll a vertex v from the queue and insert it into the settled set
(line 5);
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Algorithm 2: Optimal Route with ideal predicion routing.

Data: departure vertex (s), destination vertex (d), departure time (ts)

Result: shortest route as an ordered list of vertices (route)
/* settled is a list containing all vertices for which the shortest route was found */

1 settled f(s; s; ts)g; /* (the settled vertex, its parent, arrival time) */

/* priority queue holds vertices that we either did not visit yet (1) or for which we

did not find the shortest path */

2 queue f(v;�1;1)jv 6= s 2 V g;
3 route fdg; /* insert destination into route initially */

4 do

/* extract vertex v with smallest arrival time from the queue and insert it into the

settled list with departure time tv */

5 settled:add((v; u; tv) queue:poll());

/* iterate over all outgoing edges from v */

6 for e 2 getOutgoingEdges(v) do

7 w  getHeadV ertex(evw);

8 tw  tv ; /* initialize arrival time at w */

9 lg  getLength(evw); /* get length of evw as lg */

/* compute travel time of edge evw */

10 while lg > 0 do
/* maximum distance which can be covered by next speed change */

11 lgmax  speed(evw; tw) � (�t� tw mod �t);
12 if lg < lgmax then /* w is reached before next sample */

13 lg  0 ;

14 tw  tw + lg
getSpeed(evw;tw)

;

15 else /* next sample occurs before reaching w */

16 lg  lg � lgmax;

17 tw  tw + lgmax
getSpeed(evw;tw)

;

18 queue:push((w; v; tw));

19 while d 62 settled;
/* browse parent vertices starting at d until s is reached */

20 parent getP arentV ertex(d);

21 while parent 6= s do
22 route:add(parent); /* insert into head of route */

23 parent getP arentV ertex(parent);

24 return (route)

(3) we compute the travel time required to reach each of its neighbors w (lines 7-18).
In particular, we traverse each edgevw, and we update its speed when a new sample
occurs before reaching the next crossroad (lines 15-17);

(4) we re-insert w into the queue with its corresponding parent vertex v and the updated
arrival time tw (line 18);

(5) when the destination vertex is settled, we construct the route by browsing backward
all the parent vertices starting at the destination until we reach the departure vertex
(lines 20-23).

3.3. Evaluation Workow

To fairly compare di�erent route planning strategies, we need to compute enough
routes using each strategy to cover most roads in the road network. To do so, we
generate a massive number of queries and solve each of them with our four routing
strategies. Hence, for a given route R = q(s; d; ts), by varying the departure time ts,
we can track the changes of R as a vehicle experiences congestion along the route from
s to d, at di�erent times of the day.
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Figure 1.: Workow for the stretch factor quanti�cation of not using real-time data.

We insist on the fact that we do not simulate the deployment of multiple vehicles
on the road network at once. Indeed, we do not have any means to incorporate the
added congestion due to those vehicles, as one might expect in a mobility simulation
tool. Instead, we consider each query as representing a probe vehicle, to measure the
impact of the measured tra�c (from our datasets) on its route (and not the inverse).

We apply here the following workow to quantify the interest in exploiting real-time
data (Figure 1):

(1) we use real vs. simulated (TAPAS) datasets, and emulate di�erent sampling rates
(from 1 to 30 min) by subsampling the datasets;

(2) we randomly select 1000 pairs of source and destination vertices in each road network;
(3) for every (source, destination) pair, we generate a broad set of queries at di�erent

timestamps (every 1 min for the simulation and every 10 min on the real dataset);
(4) for each query, we execute each route planning strategy to extract the route to follow;
(5) we then emulate a vehicle moving along the route returned by the algorithm in the

previous step. This way, we can accurately evaluate the actual end-to-end travel time
for each strategy at di�erent times of the day.

Finally, we use the previous results to compare the static, no re-routing, continuous
re-routing and ideal prediction strategies, detailed in sections 3.2.1, 3.2.2, 3.2.3 and
3.2.4 respectively.

We ran all our experiments on the High-Performance Computing (HPC) at the
University of Strasbourg. We generated thousands of jobs that were executed on Intel
Xeon Sandy-Bridge nodes with 16 cores and 64GO of RAM. The combined computa-
tion e�ort required approximately 50,000 CPU-hours.

3.4. Datasets

To evaluate the impact of the di�erent route planning strategies, we use real travel
times for a broad set of road segments. Additionally, we also use a simulated dataset
for comparison purposes. We rely upon:
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Figure 2.: Diagram illustrating the process of computing the divergence ratio of a cell.

(1) the simulated TAPAS dataset: (Uppoor et al., 2014) focuses on a small German
City (Cologne), during a weekday (24 hours). It relies on the simulator SUMO to
simulate the tra�c from a large set of emulated vehicles, pseudorandomly selecting
pairs of sources and destinations (e.g., home, o�ce). We run the simulation using
SUMO to generate a dump �le specifying the speed along every road segment at 1-sec
intervals. We subsample the dataset to get the same sampling rate used in the real
dataset.

(2) a real dataset: we use the dataset of three major cities (New York, London, and
Chicago) for which HERE (HERE Technologies, 2018) provides a �ne-grain estimation
of the speeds for the most important road segments. We collected three months (i.e.,
from September 21st to December 18th 2017) worth of data at a sampling rate of
1 min, which allows an accurate estimation of the actual travel time experienced by
users. Additionally, we also use the city of Cologne, for the same geographical area
and during the same time window as the TAPAS dataset for a fair comparison.

3.5. Metrics for the Performance Evaluation

We now detail the metrics we used to compare the di�erent routing strategies.

3.5.1. Identi�cation of congestion

To identify the rush hour period, we compute the Congestion Factor (CF ) of each
query as the ratio of the optimal travel time (using the ideal routing strategy) to the
free-ow travel time. In the TAPAS dataset, the free-ow speed of a road segment
corresponds to its speed limit. In the real dataset, the free-ow speed was provided
as the average measured speed during low-volume periods and depends on the road
characteristics such as lane width.

Hence, given a query R = q(s; d; ts), the congestion factor of the end-to-end route
R is de�ned as:

CF [R] =
TTime[R; ideal]

TTime[R; freeflow]
(1)
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To analyze more clearly the behavior of each routing strategy, we need to classify the
routes according to their congestion level. For this purpose, we de�ne for each route its
tra�c ow (TF) metric, which represents the congestion of its most congested road
segment. For each route R = q(s; d; ts); we measure the level of congestion of each
road segment ri 2 R. More precisely, the congestion level corresponds to the relative
speed decrease compared with free-ow conditions:

TF [r] = max

�
speed(ri; t)

speedff (ri)

�
ri2R

(2)

where speed(ri; t) corresponds to the speed at time t for the road segment ri, and
speedff (ri) to its speed in ideal conditions (i.e., free ow). TF = 1 corresponds to
free-ow conditions, and TF = 0 corresponds to a complete halt of all vehicles on one
of its road segments.

3.5.2. Travel Time Stretch and Gain Factors

We will use the stretch factor in travel time to compare the di�erent strategies. The
ideal strategy provides, by de�nition, the lowest end-to-end travel time and represents
our lower bound. The stretch factor for a query q(s; d; ts) is de�ned as:

SF [q] =
TTime[q; algo]

TTime[q; ideal])
(3)

where TTime[q; algo] represents the end-to-end travel time for the route returned by
the algorithm algo (static/no re-routing/continuous re-routing/ideal) for the query q.
Notice that SF [q] � 1, and hence, the higher the stretch factor gets, the worse is the
performance of algorithm algo compared to the ideal.

To speci�cally focus on the gain achieved by re-routing vehicles after their depar-
ture, we also compute the gain factor. It corresponds to the relative gain in travel
time through the path selected by the prediction-based and the redirecting strategies
compared with the static one (i.e., without redirection after the departure).

3.5.3. Identi�cation of divergences

We focus on the continuous re-routing strategy to precisely determine where a vehicle
is practically re-routed because the congestion has changed. Practically, we identify
the divergence vertices, i.e., geographical locations where the next edge is di�erent
with or without rerouting. Formally, given two routes R1 and R2 that share at least
the same �rst and last vertices, we de�ne their diverging vertices as the set fj 2 V j
9i; k; w 2 V j (eij ; ejk) 2 R1 ^ (eij ; ejw) 2 R2 ^ k 6= wg.

We construct a grid overlay where each cell is a 10 � 10 square meters. We consider
a large number of route queries (pairs of sources/destinations). We execute the route
computation for each query at di�erent instants covering to cover the whole dataset.
For each cell celli, we consider all the routes that cross this cell. We compute its
divergence ratio (0 � div[celli] � 1) as the ratio of the number of diverging routes to
the number of total routes. A route is diverging if the routes with and without the
re-routing strategy are di�erent for at least one instant of the dataset. Hence, a cell
with a high divergence ratio means that more vehicles are re-routed when crossing this
cell.
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Figure 3.: Congestion Factor distribution in Cologne simulation, Germany, over a
period of 24 hours.

Some cells may be traversed by only a few routes, leading to statistically meaningless
results. Thus, we only consider cells traversed by a signi�cant number of routes (300
in this case).

4. Results

In a road network with no congestion, all routing strategies should return optimal
routes. Hence, our �rst goal is to distinguish the critical parts of the dataset by iden-
tifying the rush hours in each city. The remainder of the paper will solely focus on
evaluating the presented routing strategies during rush hours only.

We also provide a visual, interactive interface to showcase a sample of the NYC
dataset and obtained results at http://its-icube.com/. Each query is represented
individually, to visually represent the temporal characteristics of each route all along
the week. In particular, we can identify the diverging vertices, as well as the evolution
of the congestion.

4.1. Absolute Travel Time and Rush Hours

Figure 3 illustrates the CF in the Cologne TAPAS dataset. As expected, we identify
the rush hours in the morning (6:00-9:00) and afternoon (15:00-19:00) of the working
day. The optimal travel time is almost six times longer than the free-ow travel time
during these two periods.

Figure 4 illustrates the congestion factor for the experimental datasets. We focused
uniquely on Thursday, Friday, Saturday, and Sunday to provide readable charts (the
remaining weekdays display similar characteristics to Thursday). We can derive the
following observations:

(1) some queries bene�t from travel times smaller than the free-ow. They correspond to
very short distances (a few hundred meters) when streets are empty;

(2) we observe the rise in congestion starting at 6:00 and intensifying in the afternoon
with a peak at 17:00.

(3) we can easily make a distinction between working days and weekends, which are much
less congested.

Similar observations hold for London and Chicago.
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Figure 4.: Congestion Factor distribution in New York, based on weekday and daytime
over a period of 3 months.
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Figure 5.: Stretch factor of the static, no re-routing and continuous re-routing algo-
rithms on both the TAPAS (left) and the real (right) datasets.

4.2. Travel Time Stretch and Gain Factors

We now compare the achieved travel time for each routing strategy. In particular, Fig. 5
illustrates the stretch factor for the TAPAS dataset (left) vs. the real datasets (right).
The stretch factor denotes the travel time increase compared with the shortest path,
with an ideal dataset (i.e., with ideal predictions). We clipped the plot at SF = 3, as
it reaches � 6 in the simulation.

The static routing strategy provides, as expected, the longest travel time. However,
the distribution is signi�cantly di�erent between the simulation and the real dataset.
With TAPAS, 28% of the queries have an SF greater than 1.5. In contrast, we only
report 1.6% of the queries in Cologne and approximately 4% in New York, London, and
Chicago. In Cologne, the SF using either the no re-routing or continuous re-routing
strategies yields optimal travel times most of the time. Only � 12% of the queries
are characterized with a stretch factor greater than 1. In TAPAS, though, more than
75% of the queries have a SF > 1 even when using continuous re-routing. Moreover,
for several queries in the simulation, travel time is worse when using continuous re-
routing rather than no re-routing. The high variability of congestion profoundly a�ects
re-routing in the simulation as a vehicle might engage in a seemingly faster alternative
route only to become more congested than the initial route. In New York, London,
and Chicago, approximately 75% of the queries bene�t from ideal travel times when
using continuous re-routing.

To further comprehend when continuous re-routing is advantageous, we pinpoint
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Figure 6.: Travel time gain of continuous re-routing and ideal routing algorithms over
the no re-routing algorithm as function of tra�c ow in New York

the travel time gain it o�ers (compared to no re-routing) based on the congestion level
(Fig. 6). We normalize the travel time di�erence of using continuous re-routing (and
ideal routing for reference) over the no re-routing strategy.

As expected, re-routing is relevant only when congestion occurs. The gain is, how-
ever, often negligible when the actual speed is close to 50% the speed limit. For very
congested routes (TF � 10%), we reduce the travel time signi�cantly by re-routing
the vehicle. Exploiting ideal predictions allows the gain to be even higher, to choose a
better route: the best route is selected, before the congestion’s increase.

Conclusion: continuous re-routing signi�cantly reduces travel time for most
queries. In New York City, we can reduce by 15% (1st quartile), which seems to justify
the usage of a smart route planning strategy. However, predictions only marginally
decrease the travel time for all the measured datasets. The tra�c conditions seem to
evolve smoothly, and redirecting the vehicle when the congestion occurs appears as a
su�cient strategy. Clearly, continuous re-routing is essential to re-route around highly
congested road segments. When the road network is less congested (TF � 40%), the
gain factor quickly converges to zero.

4.3. Impact of Sampling Rate on Travel Time

For the continuous re-routing algorithm, the sampling rate �t impacts both travel and
execution times. For �ne-grained values, the algorithm is aware of the latest changes
in tra�c congestion and can re-route accordingly. However, it may also re-compute
unnecessarily the routes, increasing execution time signi�cantly. Our goal is thus to
determine the right sampling rate for a good travel/execution time trade-o�.

By varying the sampling rate �t from 1 to 30 minutes, we re-compute the queries
we generated using continuous re-routing. We only consider queries with a travel time
TTime[q] � 60min to make sure re-routing has potentially occurred for the largest
sampling rate �t = 30.

Figure 7a illustrates the distribution of the stretch factor as a function of the sam-
pling rate. Obviously, a higher sampling rate means inaccurate speed values. Thus,
the route planning strategy will take sub-optimal decisions. However, the re-routing
strategy performs well, even for average sampling rates. Surprisingly, in New York, for
instance, the road network variations can be e�ciently handled even if measurements
are reported every 10 minutes.
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Figure 7.: Impact of sampling rate on travel time in Cologne simulation, New York and
London (a, c and d) and execution time in Cologne simulation (b) using the continuous
re-routing algorithm.

Figure 7c illustrates the execution time for New York. At �t = 10min, the exe-
cution time drops from � 500ms to less than 50ms, which provides a good trade-o�
between travel time and execution time. Of course, there exists a myriad of algorith-
mic techniques in the literature, capable of signi�cantly reducing the execution time.
Considering that �t dictates the number of times we have to re-compute the route,
we are only interested here in the rate of the change of execution time as �t increases.

Figure 7b represents the execution time for the TAPAS dataset. In complete contra-
diction with the real dataset results, the stretch factor distribution is almost the same
regardless of the sampling rate value. Again, we observe that congestion changes too
fast throughout the whole road network (even at �t = 1min), causing the algorithm
to inevitably re-route through highly congested road segments.

Conclusion: we can accommodate average sampling rates when using real-time
data. Five minutes provide enough accuracy (for all our road networks) to identify the
best routes while reducing the computational or bandwidth cost.

4.4. Route Divergence Patterns

Figure 8 illustrates the distribution of the diverging vertices in each road network,
as de�ned in section 3.5.3. A divergence vertex corresponds to a crossroad where
at least one vehicle has been re-routed to reduce travel time (i.e., tra�c congestion
has changed since its departure). The divergence ratio counts the ratio of routes
(source/destination) for which the path diverges when crossing the cell, with and
without the re-routing strategy.

The road networks in the real dataset exhibit a small set of diverging vertices with
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Figure 9.: Diplaying the divergence ratio level (proportional to the red shade intensity).
The yellow dots depict diverging vertices with a divergence ratio � 0.5.

a high divergence ratio, typically almost all diverging vertices have a divergence ratio
� 0:5. This means that only 50% of the routes that cross these cells are re-routed at
least once during the whole duration of the dataset.

Inversely, the simulated dataset (with TAPAS) exhibits a signi�cant number of
diverging vertices. TAPAS generates pseudorandomly the tra�c and estimates the
level of congestion, and the speed for each road segment. It seems that TAPAS exhibits
a very di�erent pattern compared with the real datasets.

Figure 9 summarizes the obtained divergence patterns for both the TAPAS and
real datasets. We only represent here New-York City since other real datasets behave
similarly. Each graph corresponds to a heat map (a red cell corresponds to a cell with
a high divergence ratio). We also highlighted the divergence vertices with a divergence
ratio � 0.5 (yellow dots).

Remark: while we identify many cells with a high divergence ratio for all the
graphs, we can, however, still make a distinction between the TAPAS and the real
datasets. In the TAPAS dataset of Cologne, the divergence seems present everywhere.
We assume that this behavior comes from the fact that the source/destination of each
vehicle is picked pseudorandomly, and the shortest route is used. Individual routing
strategies seem more complex, and the trips seem to follow a uniform distribution.

Conclusion: many cells exhibit a large divergence ratio, and we cannot directly use
this metric to trigger the route re-computation e�ciently. However, we identi�ed only a
small number of diverging vertices. Thus, we would be able to execute the computation
only when the route crosses these speci�c points, making the computation much more
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e�cient. We would reduce the processing load without increasing the end-to-end travel
time.

5. Conclusion & Perspectives

Modern intelligent systems guide vehicles through the fastest routes to avoid congested
areas. However, they need to exploit real-time data, where the speed of each road
segment has to be known precisely. Even worse, this real-time feature has a cost, in
bandwidth (data collection), and computation (re-computation of the route to the
destination). Interestingly, the no re-routing strategy provides close to ideal travel
times most of the time. Using the continuous re-routing strategy can further improve
travel time by avoiding very congested areas when they appear.

We also used a simulated dataset (TAPAS) that leads to very di�erent results con-
cerning the travel time and the re-rerouting gain. TAPAS seems not able to capture
the road network characteristics accurately, and particularly its dynamics. This obser-
vation speaks in favor of working with real datasets to model realistic environments.

In future work, we plan to enhance the use of real-time data in our route planning
strategies. We considered here that each vehicle triggers a route computation after
reaching each crossroad (if the speed has changed). We may improve the re-routing
strategy by triggering a computation only when the routes may diverge. We identi�ed
speci�c crossroads where vehicles have a higher probability of being re-routed. We
only considered sel�sh decisions in this study, i.e., each vehicle decides by itself when
it should re-compute its route to the destination. To reduce the congestion, we may
consider a more collective objective, redirecting some of the vehicles . Thus, we expect
to propose a strategy that could also consider the gain in travel time, depending on
the characteristics of the route and of the local area.
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