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Abstract—In a Service Provider (SP) network, routes for to scalability issues when the number of routers in the AS
external destinations are distributed on iBGP sessions. T8 pecomes large. Today, the trend is to use Route-Reflectors
traditionally required the establishment of a full-mesh of iBGP (RR) [1] to redistribute routes in an AS. A RR may readvertise
sessions in the network. A common practice is now to make use . . " )
of Route Reflectors (RR). Such a practice is more scalable in roqtes learned on some iBGP sessions on other |BG_P sessions.
the number of iBGP sessions to be configured in a SP network. This enables to reduce the number of iBGP sessions to be
However, it has been shown that RRs have a negative impact established in the netwotk
on the diversity of routes available in the network. This is @ A router holds a routing table per BGP session (i.e. per
important issue as routers may not be able to quickly use an gcp peer). It stores the routes received on each session in

alternate route in case of a route failure. th tabl A t . ltiol tes for th
In this paper we tackle the problem of route diversity in ese tables. router may receive multiple routes for the

a Service Provider network composed of RRs. We propose an Same prefix. In this case, it selects a single of these rootes f
algorithm to design iBGP session topologies with improvedaute  packet forwardingOnly this route is redistributed by the
diversity. We rely on an initial route reflection topology. Our  router on iBGP sessions The selection of a single route for
algorithm proposes the addition of a few iBGP sessions to s@n o50h destination relies on the values of the routes’ at&ibu

border routers of the domain. These border routers receive a The route selection process is composed of a set of rules
large number of external routes for which routers lack diversity. P P

We show by means of simulations that our algorithm meets its applied in sequence. These rules are provided in Table h Eac
goals. In the resulting topologies, each BGP router knows deast rule eliminates from consideration all the routes that db no
two different ways to reach distant destinations. This is esured have the best value for a given attribute. When a single route
as long as a prefix advertisement is received at different n@b at  .amains. it is selected for packet forwarding. First, ortlg t
the border of the AS. Secondly, we observe that the number of ' ) '
iBGP sessions required to achieve this goal is significantlyelow routes th"’?t gre preferred by the local AS are kept. Then, gmon
the number of sessions required in the case of a full-mesh. wlly, ~the remaining routes, the routes that have crossed a larger
the remaining lack of route diversity after the use of our desgn number of ASs are removed. The Multi-Exit Discriminator
algorithm indicates that new external peering sessions sbtd (MED) is used between multi-connected ASs. It indicates the
be established. In this case, our algorithm shows that diveity reference of the neighboring AS concerning entry points fo
cannot be reached for some prefixes independently of the iBGP the traffic in its domain. Amona the routes with the lowest
topology, with the current external peering sessions. ) g
MED, routes learned from eBGP peers are preferred. Then,
|. INTRODUCTION the cost of the path (the Internal Gateway Protocol cost) to

the NH is taken into account. Finally, if multiple routes are

The Intenet s divided i_n domains, alsp _called Autonomo ill available, tie-breaking rules are applied to obtaisiragle
Systems (AS). Each AS is usually administrated by a sin Sute

company. The protocol currently deployed to distributetiray
information between domains is the Border Gateway Protocol TABLE |
(BGP). In BGP, external BGP (eBGP) sessions are established SIMPLIFIED BGPDECISION PROCESS
to exchange routes with neighboring ASs. BGP routes are [ Sequence of rules |
distributed in an AS by means of internal BGP (iBGP) ';E':::;t":g—f’gz{h
sessions. Lowest MED

A BGP routé is composed of a prefix, a Next-Hop (NH), eBGP over iBGP
and a set of attributes. The NH is the address of a router at '-OWQStT'_GE Coit to NH
the border of the domain. This router is able to forward teaffi ebrea
toward the destinations belonging to the prefix.

Initially, routers were only allowed to advertise, on iIBGP The slow convergence of BGP has been highlighted in the
sessions, routes that were received on eBGP sessions. Tiature. In [3], Labovitz et al. say that recovery fronsdldre
redistributing BGP routes to all the routers of an AS reqliirampacting inter-domain routes takes three minutes in @eera
to setup a full-mesh of iBGP sessions in the AS. This |eadﬁoreover, Wang et al. show in [4] that routing Changes
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Iwhen we use the term “route” in this paper, we refer to theamotyf 2An alternative solution to improve scalability in the numié required
BGP route. Similarly, the term “router” is used to designat®GP router. iBGP sessions relies on confederations [2]. We send thesrgadsection VI
That is, a router running BGP. for hints on improving route diversity in a confederation A$s.



subsequent to a failure contribute significantly to ené#d- and R22 is a client of R24. The boxes represent the routing

packet loss. Several techniques to improve BGP convergetaigles of the routers il S2. We see that?21 and R22 each

have been proposed [5], [6], [7]. However, as claimed Hgarn a single BGP route for prefi. However, the RRs know

[8], reducing BGP convergence time is not sufficient in ftsetwo routes forP. We observe that the two routes for prefx

to ensure the level of reliability required by loss and deldyave a different NH, in the routing tables of the RRs. Thus,

sensitive applications. we say that route diversity is achieved for preftxat routers
Solutions have been proposed in order for a domain 23 and R24. This is not true for their clients. There is no

receive multiple paths to external destinations [8], [Fe$e route diversity for prefixP at routersR21 and R22.

routes are present at the frontier of the domain. Howevés, th

diversity may not be redistributed to all the routers indide « - IBGP session N

domain. Uhlig et al. [10] have shown that, in a network with | 110 iGheost

RRs, most routers do not possess multiple routes with altern

NHs for most of the destinations. Thus, if a route fails, the

routers lose reachability to the destination of the routeeylT Gl fopriy O

have to wait for BGP to converge inside the AS before being

able to join the destination again. Depending on the value

of BGP timers and on the number of routes that fail, BGP - asmam brete Ao e N

convergence may take a few tens of seconds. If routers hag >F 451 R2) P Al R22

diverse routes, network resilience would be improved. The

switch-over to an alternate route would take much less than Fig. 1. Lack of route diversity

a second [11]. The objective of this paper is to achieve such

NH diversity in the routers of a domain. For this purpose, we

focus on the design of the iBGP topology of a domain. To our The lack of NH diversity for a prefix may lead to packet

knowledge, it is the first time such an approach is considerd@sses in case of failure of the NH, one of the NH's inter-AS
The design of iBGP route reflection topologies is a NP-hatiiks or of the intra-domain path to the NH. In the example of

problem [12]. The solution space is wide and many factorsigure 1, if link R21 — R11 fails, R21 looses its route toward

such as CPU and memory capacity of the nodes, need topsefix P. Thus, R21 will drop all packets destined t& until

considered. In this paper, we rely on an initial iBGP routi learns the route td” via R22 from its RR.

reflection topologyWe propose a simple algorithm that Different factors have an impact on route diversity. Fitisg

leads to NH diversity in the routers by adding iBGP presence of RRs may reduce route diversity. A route reflector

sessions to an initial topology of RRsln the resulting iBGP chooses routes on behalf of its clients. It may receive mielti

configurations, each router learns at least two differensNHoutes for a destination but it only advertises one of these

to reach every destination. This way, when the route througbutes to its clients. In Figure 1, RR23 learn one route

one of the NHs fails another route may still be availablétom RR R24 with NH R22. It also learns one route from

Such a route may then be used before new routes are learitedglient R21. R23 selects the route fronk21 as best route

through BGP convergence. Our algorithm aims at achievilgcause the cost to Ni21 is lower that the cost tad?22.

route diversity by adding only @mall number of iBGP The intra-domain path t&21 has a cost oft while the cost

sessions to R22 is equal toll. Since the best route at RR23 is
This paper is structured as follows. First, we introduce thieceived fromR21, R23 does not advertise any route fér

problem of insufficient inter-domain route diversity insih to R21. ConsequentlyR21 does not know thaf22 is able to

domain, in section Il. Secondly, we present solutions thtarward packets destined 1. If a full-mesh of iBGP sessions

have been proposed in the literature to solve related issuags used221 would learn the route through NR22 directly

in section Ill. In section 1V, we describe our methodologjrom R22. Thus, k21 would know diverse NHs forP.

and our design algorithm. An evaluation of our proposal is Second, local policies may also hinder the distribution of

presented in section V. Then, we give several directions fdiverse routes in an AS. Local policies are usually enfotmed

future work in the design of iBGP topologies with constrainassigning local preference values to the routes. The fet

on resiliency, in section VI. Finally, we conclude the paper value is considered in the first step of the BGP decision m®ce

(see Table I). Only the routes with the highest preference

will be selected by the border routers and redistributed in
In this paper, we say thaH diversity is achieved if and the domain. If there is a single route with highest prefeeenc

only if, for any given prefix, there are at least two BGP for a prefix, there will be a lack of diversity in the routers

routes with different NHs in the routing tables of each for this prefix. Let's consider the topology in Figure 1. Lbca

router in a domain. preferences are often used between multiply connected ASs,
Let us consider the case df52 in Figure 1. In this example, such asAS1 and AS2, to configure one link as the primary

a prefix, P, is advertised by router&11 and R12 in AS1. and the other as the backup link. Assume that the operator

Inside AS2, R23 and R24 are RRs.R21 is a client of RRR23 of AS2 wants link R21 — R11 to carry primary traffic and

Prefix P

Prefix AS-path  NH
>P AS1 R12
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link R22 — R12 only to be used in case of failure of theASs. These paths are not distributed with the classical im-
primary link. The operator will configur&21 to assign a high plementation of BGP. The failover paths are used only if the
Loc_pref to the routes received froR11. The Loc pref of usual routes advertised by BGP fail. In [9], pairs of domains
the routes received from12 at R22 will be set to a low value. negotiate the use of paths that are not distributed by BGP.
All the routers in AS2 will prefer and redistribute the route Tunnels are established to carry data traffic along thedespat
with R21 as NH. After the convergence of BGP, only router Inside an AS, the following aspects of route resiliency
R22 will know that there are two possible routes for prefix toward distant destinations have been considered. Bohaeen
If link R22 — R12 fails, the nodes inAS2 have to wait for et al. [14] propose a technique for the protection of externa
the convergence of BGP before being able to use the baclpgering links by means of tunnels. Their technique requires
link. the support of a new type of routes in BGP. Protection routes
Similarly to the use of the Logref attribute, the values are advertised on iBGP sessions, inside the AS. Our solution
of the other attributes considered by BGP route’s selectignovides this type of protection without requiring any nfedi
process (see Table 1) also have an impact on NH diversity.cations to BGP implementation. Another approach is to abtai
Several researchers have highlighted the lack of NH diigher NH diversity in the routers through an extension to
versity in BGP routers. Among them, Uhlig et al. [10] hav®GP allowing multiple route advertisements for a singlefigre
studied route diversity in a Tier-1 ISP with a hierarchy ofRR [15]. However, Van den Schrieck et al. [16] have shown that
They observed that most routers do not learn diverse NHs frch an extension may lead to BGP route oscillations. Eilsfil
most of the prefixes. [11] has proposed BGP Prefix Independent Convergence (BGP
Router vendors have implemented an extension to BGRC). It is a routing table architecture that relies on the
called “external best” [13]. This extension is useful in @asknowledge of backup NHs to reduce BGP convergence time.
a router prefers a route learned on an iBGP session from fi@s architecture has to be used in combination with [14] or
routes received on eBGP sessions. When the “external besith this work to achieve the results expected by the author.
option is activated, the router advertises its best eBGRerou The design of iBGP route reflection topologies has been
to its iIBGP peers. The use of this extension may increasensidered in [17], [18] and [12]. Buob et al. [18] provide
NH diversity in some routers of the domain. However, it does method to check that hot-potato routing is enforced in a
not completely solve the diversity problem. Let us considgiven iBGP topology. They check that each router selects the
the topology in Figure 1. Again assume that liRR2 — R12 same route it would have selected in the case of a full-mesh
is configured as a backup link through the setting of a loaf iBGP sessions. Vutukuru at al. [17] propose an algorithm
Loc_pref. We have shown earlier that, in this situation, thior the construction of iBGP topologies ensuring hot-potat
external route learned for prefiR by R22 is not advertised routing. The objective of these two papers is to ensure that
by R22 to the other routers inrAS2. Thus, R21, R23 and deflection and, thus, forwarding loops, do not occur in an AS.
R24 do not have NH diversity foP. We note that this is also In [12], the authors consider the design of robust iBGP
true in any other iBGP session topology. In the example tdpologies. They aim to minimize the probability of failure
Figure 1, with the “external best” optior22 advertises its of iBGP sessions and the number of iBGP sessions that
eBGP route to its RRR24. Now, R24 has route diversity for may fail. This approach does not ensure NH diversity in
P. However, the best route @24 is still the route viaR21, the routers. When maintenance of routers is performed, some
making use of the primary link. Thus, it will not advertiseBGP sessions may still be taken down. This may lead to
the route with NHR22 to the other routers in the AS. Forpacket loss since diverse NHs are not necessarily avaitble
this router, the route with NH?22 is not an external route. the routers.
Consequently, the “external best” option does not enaidé Finally, Caesar et al. [19] propose a novel architecture for
to advertise this route in the AS. Even with the “externaltbesroute distribution inside an AS. Inside a domain, a server
option, R23 and R21 will only know a single NH for prefix distributes external routes to all the routers in the domain
P. Such an architecture removes the burden of designing iBGP
topologies. In its current implementation, the servenitiates
a single BGP route per destination to each router in a domain.
Several aspects of resilience toward prefixes distribujed Buch an architecture may be promising in the future for diwer
BGP have been studied in the literature. Moreover, the desigute distribution.
of iBGP topologies, meeting different objectives as thesone
considered in this paper, has drawn attention. Here, weptes IV. IMPROVING DIVERSITY
an overview of this work. In this section, we present our solution for improving NH
Several authors have proposed mechanisms to ensure thatrsity at the routers of an AS. We propose an algorithm
an AS knows multiple routes for destinations outside its A$0 be used offline, in the design phase of iBGP topologies.
These techniques aim to provide route diversity at the feont This algorithm determines a small number of iBGP sessions
of a domain. They do not ensure the distribution of thede add to an existing iBGP route reflection topology. With
diverse routes to all the BGP routers inside a domain. In e resulting iBGP topology, NH diversity is achieved fok al
BGP [8], an AS learns failover paths from its neighboringrefixes at each router in the operating network. Routers can

IIl. RELATED WORK



thus directly switch to an alternate route upon a failure of an iBGP peer, (2) an ASBR that is already the NH for all
BGP route. the prefixes lacking diversity, (3) an ASBR that does not
As input, the algorithm takes the eBGP routes received advertise any of the prefixes lacking diversity to its iBGP
the AS Border Routers (ASBR), the IGP topology and apeers. Therefore, the algorithm does not consider to add an
iBGP route reflection topology. Our solution relies on a todBGP session with such routers. In the example, the algarith
such as [20] to compute the routing tables of the BGP routerdl not propose to add an iBGP session betwdgez2 and
in the domain. Alternatively, routing table dumps may beduseR24 because of (1). Thus, the algorithm needs now to choose
if they are available. between R21 and R23 as candidate iBGP peers. For this
The algorithm relies on the assumption that the “externplrpose, it needs to determine the ASBR that will contribboite
best” option [13] is activated in the routers. This optioimcrease the diversity fanost of the prefixes lacking diversity.
enables to improve NH diversity in a domain. Moreover, iin our example, an iBGP session wift21 will increase the
some configurations it is not possible to achieve NH diversiNH diversity for two prefixes() and R. Diversity will not be
without this option. When all the routers in a domain prefer t increased forP by adding a session tB21 as R21 is already
same route (i.e. the same NH) for a prefix, the routes that midgne NH for P in R22’s routing table. On the other hand, an
be received at other ASBRs for this prefix, are not propagat®GP session withR23 will only increase NH diversity for
in the domain. prefix R. R23 is already the NH fo) at R22 and R23 does
The principle of the algorithm is as follows. We consider, imot advertiseP to its iBGP peers. Thug?21 is selected as new
sequence, the routers lacking diversity for a set of prefitées iBGP peer. If multiple ASBRs contribute to increase divigrsi
improve NH diversity for a router through the addition of iBG for the same number of prefixes, our algorithm selects one of
sessions with ASBRs An ASBR is selected to become a newthem in an arbitrary fashion.
iBGP peer if adding a session to this ASBR most contributesWe note that diversity cannot be increased for prefix
to increase NH diversity at the router under consideration. in our example. This is due to the fact that a single ASBR
Assume that we want to improve NH diversity for routereceives an external route fét. The failure of our algorithm
R22, in Figure 2. We see thaR22 lacks NH diversity for to increase NH diversity for some prefixes indicates that NH
prefixesP, @ and R. RoutersR21, R23 and R24 are ASBRs diversity will not be reached in any iBGP topology for these
in AS2. With “external best”, we are sure that an ASBR prefixes. New external peering links need to be negotiated
distributes, to its iBGP peers, one route with itself as NH, by the operator of the domain. In our example, the operator
for each prefix it learns on an eBGP sessionASBRs are of AS2 could contact the operator odS1 to schedule the
good candidates for becoming an iBGP peer. In the exampdstablishment of a new link betwedt22 and R11.
R21 distributes a route with NHR21 for prefixesP, @ and Our algorithm relies on the eBGP routes received at the
R to its iBGP peersR23 sends routes for prefixég and R ASBRs. A change in the prefixes that are received from
with NH R23. And, R24 only sends a route foR with itself the external peers may have an impact on the NH diversity

as the NH. in the AS. To avoid having to reoptimize the iBGP route
reflection topology every time a change in the external ®ute
«» IBGP session Asl Originates prefix P is observed, we suggest to build a model of the eBGP routes.
Physical link Readvertises prefixes Q,R . . . .
10 IGP cost =5 We suggest to use classes of prefixes in this model. A Service
Table at R22 Provider (SP) knows the type of connectivity that is prodide
e Aere R by each of its external peers based on the contract it has
e A R0 negotiated with its peer. Thus, the SP knows if it will reeeiv
s oL all the Internet routes from the peer or a subset of the routes
N e Table at R24 In the case of a subset of prefixes, the administrator knows
Originates prefix Q W 10 WU | Prefix ASpath  NH the prefixes to expect. The prefixes that are always advertise
Readvertised prefix R RR RR >P AS1 R21 . .
/ >Q  AS3 R23 together with the same BGP attributes belong to a class. For
B example, a class may contain all the prefixes assigned to
ASS originates e et route Eur_opean umversmes._Another class may be all the prefixes
prefix R advertised by R23 assigned to the American customers of the peer. Instead of

trying to improve NH diversity for single prefixes, divessit
is considered on a per class basis. A single prefix is used to
represent a class in the model. An iBGP session that is added
Some iBGP sessions do not contribute to increase the N@{improve diversity for this prefix improves diversity foll a
diversity at the considered routeR%2, in the example). These the prefixes in the class. Such a modeling is common [20],
are sessions with ASBRs such as: (1) an ASBR that is alredd@]. An iBGP topology computed based on such a model is
likely to be robust to changes in eBGP routes, if the current
SWe do not consider the addition of client sessions to RRSLtm:add"]g peerlng agreements are respected The model can also take
such sessions is likely to prevent BGP convergence. We théreader to . dicti f h . d f
[21] for guidelines on building iBGP route reflection topgies that ensure Into account pre ICtIOF_]S or changes In agreements and for
the convergence of BGP. the removal or the addition of external peers. We note that th

Fig. 2. Improving diversity



TABLE Il

real eBGP routes can be used instead of building such a model. EXTERNAL PREEIXES

Identifying the classes of prefixes may be computationally | Peerings | Brefixes |
intensive. Hovyever, t[h|5 IS Counter'b_alanCEd by the drdistie 1 commercial peer in continent I commercial continent]]
reduction achieved in the computation of the BGP routes. commercial global

We note that our algorithm adds iBGP sessions to ASBRs 1 commercial peer in continent 2 commercial continent2
commercial global

that receive a lot of external routes. Thus, an ASBR that T research peer in continent 1 research netl
receives many routes, that has many external peers, should 1 research peer in continent 1 research net2
be able to support a higher number of iBGP sessions than 1 research peer in continent 1 research net3
the other ASBRs. This effect is predictable. Therefores¢he 1 ressef;cshmpii:“'i?] gr?tntl'”ent 1 :gzgg:gp 22:‘11
ASBRs can be correctly dimensioned to support the additiona research net?
load. We note that the number of iBGP sessions at an ASBR research net3
will never be over the number of sessions it would have to ref::ég‘cﬁ(’;grt‘;?tl
support in a full-mesh. commercial continentl|
The strength of our approach is that is it applicable today. commercial global
No changes are required to the implementation of BGP. More- 8 IXs in continent 2 ref::ég‘cﬁor‘lggz‘tz
over, as we will see in section V, the iBGP route reflection commercial C%minemz
topologies that are generated by our algorithm containefss | commercial global

iBGP sessions that a full-mesh of sessions.

In a topology with NH diversity, the routers can directly
switch 'Fo an altern_ate route upon the detection of a route fai e puild the initial iIBGP route reflection topologyas
ure. Failure (:!etectlon and rerouting toa locally avgllableie follows. There are two Points of Presence (PoP) in this
can be done in less than a second with router architectuees sgetyork. We selected the mostly connected router of each PoP
as [11]. This is a significant gain compared to the few tens g§ the RR. We established an iBGP session between the RRs.
seconds required today. All the routers in a PoP are clients of the RR.

Figure 3 illustrates the NH diversity at each router of the
studied network. There are two bars for each router. The first

In this section, we present an evaluation of our algorithivar shows the number of prefixes for which the router knows
on a research network. We study the NH diversity achievedsingle NH (label “no”, on the x-axis). The second bar gives
with an initial topology and the iBGP topology generated bthe number of prefixes for which at least two NHs are learned
our algorithm. Then, we look at the number of iBGP sessidfabel “yes” on the x-axis) at the router.
required with our algorithm to achieve NH diversity for all Routerl androuter2 are the route reflectors. We observe
prefixes and in all the routers of the network. in Figure 3 that these routers learn diverse NHs for the &rge

We construct the model of the network used in our evaluaumber of prefixes. There is NH diversity for 70% and 90% of
tion based on public information relative to its topologydanthe prefixes atouterl androuter2, respectively. In average,
external peers. The research network is composed of 17 nodkesre is diversity for only 8.7% of the prefixes at the other
Eight of these nodes are ASBRs. It has 12 external peers. Waters.
build a model of the external routes from our knowledge of Let us look more closely at the reasons for NH diversity in
the roles of the different peers. We follow the methodologgome of the routers, with the initial iBGP topology. We olvger
introduced in section 1IV. Two of the peers are well knowthat these routersruter3, routerl2, routerl5, routerl6
commercial Internet Service Providers (ISP). Four peees @ndrouterl?7) are ASBRs. For some prefixes, there is diversity
research networks in the same continent as the consideaédhese routers because they receive one route from their
network. Finally, there are three connections to majorriree €BGP peer(s) and the other route from their RR. We note
eXchange (IX) points in the same continent and three tbat diversity is not present in all ASBRs and neither for all
IXs in another continent. From this information, we assunfrefixes.
that the classes of networks in Table Il are advertised at theFigure 4 shows the diversity achieved in the routers with the
different peering points. Each line of the table represants iBGP topology computed by our algorithm. We observe that
external peer. The characterization of the peer is provid®iH diversity is achieved at all routers for all the prefixes ex
in the first column. The second column contains the classegpt “research net4”. As mentioned earlier, this was exgubct
of prefixes advertised by the peer. We retain one prefix pgince this prefix is received by a single ASBR in our model.
class (see section 1V). We observe from this table that theFbe diversity obtained with our iBGP topology is the same as
is redundancy in the prefixes received from the peers. Théhe diversity observed in a topology with a full-mesh of iBGP
is an exception for prefix “research net4” that is only ledrnesessions. Our algorithm generates topologies where diyers
from one peé. is ensured for all prefixes that are received at different RSB

In addition, we see that studying NH diversity for the iBGP

V. EVALUATION

4This prefix may be advertised to the real network at multiptering
points. However, it is not captured in our model. 5The iBGP topology of this network is not available to the bl



note that the algorithm suggests the addition of sessiorsslyno
Diversity for nodes in the AS to the RRs andouterl5. These are the routers that learn a
large number of prefixes on eBGP sessions. As mentioned in
section 1V, this is a predictable effect of our algorithm.esk
routers should be dimensioned accordingly.

In [1], Bates et al. state some recommendations for iBGP
route reflection topologies. They recommend to add a full-
mesh of iIBGP sessions between all the routers in a PoP
to the initial iIBGP session topology that we used above.
We performed simulations with a configuration meeting the
recommendations expressed in [1]. We made the following
observations. First, the initial IBGP topology is now corapd
of 67 sessions instead of 16 sessions. This initial topolag/
more iBGP sessions than the topology providing the diversit
of Figure 4, generated by our algorithm. However, the diters
of Figure 4 is not reached. That is, NH diversity is not endure

Fig. 3. Initial diversity for all the prefixes for which diversity is possible. With our
algorithm, 21 sessions are added to this new initial topplog
in order to achieve the same NH diversity as in Figure 4. We
note that this still gives a topology with far less iBGP sessi

Diversity for nodes in the AS than in a full-mesh. The number of iIBGP session is reduced
by 35% compared to an iBGP full-mesh.

To conclude, we have shown in this section that with the
iBGP session topologies generated by our algorithm, each
BGP router in the network knows at least two different NHs
for each distant destinations. This is ensured for all pesfix
that are received at different ASBRs. We observed that the
number of iIBGP sessions required to achieve this goal is far
below the number of sessions in a full-mesh. Finally, we have
shown that our algorithm enables us to determine the set of
prefixes that will always lack NH diversity with any iBGP
session topology. We are thus able to detect that new externa
peering sessions should be established to achieve divéosit
Saversty these prefixes.

rOULEr]
router2
router3
router4
routers =
routerg s
router7 mmmmun
routerg8
router9 m
router10
routerll =
routerl2
routerl3
routerl4 =
routerl5 =
routerl6 w
routerl7 m

=
o

number of prefixes

P N Wk~ 01O N 0 ©

diversity

routerl
router2 =
router3
router4
routers
router6
router7 e
routerg8
router9 m
router10
routerll
router12
routerl3
routerl4 =
routerl5 smmmm
routerlg wumunun
routerl7 mmumim

=
o
T

number of prefixes

P N Wk~ OO N 0 ©
I

Fig. 4. Improved diversity VI. FURTHER WORK

We have shown in this paper that our algorithm generates
scalable iBGP route reflection topologies meeting our NH

route reflection topology generated by our algorithm is vegiversity goal. However, this algorithm is a first step todvar
important. It enables us to detect situations when the onlye design of scalable iBGP topologies achieving this dbjec
solution to achieve diversity requires the establishménew  of NH diversity.
external peerings. Here, we deduce from Figure 4 that a newSeveral improvements can be brought to the algorithm to
external peering session should be negotiated to reactsitive further reduce the number of iBGP sessions added to the
for prefix “research net4”. initial route reflection topology. First, one should deterenan

By looking at the number of iBGP sessions, we assert thatelligent ordering the routers considered by our aldonit
our algorithm generates iBGP topologies with far less s@ssiThis ordering may have an impact on the sessions that are
than in a full-mesh. The initial iBGP route reflection topgyo added. Adding certain iBGP sessions at a router may avoid
is composed of 16 iBGP sessions. To achieve the NH diversiffiding other sessions to routers that are considered lgter b
of Figure 4, our algorithm suggests the addition of 28 iBG#he algorithm. Second, we should determine an appropiéate t
sessions. This leads to a topology with a total of 44 iBGBreaking function, to select a single iBGP peer from mugtipl
sessions. A full-mesh of iBGP session in this domain woulshndidate iBGP peers that improve diversity by the same
require 136 iBGP sessions. Thus, we observe that there areount for the considered router. Such tie-break could take
68% less iBGP sessions in the generated topology than ifng account the current distribution of the iBGP sessions o
full-mesh of iIBGP sessions. Our algorithm leads to top@egithe ASBRs. Third, in some networks some iBGP sessions
with a scalable number of iBGP sessions. may largely contribute to increase route diversity in a eout

From the distribution of the iBGP sessions at the routers, wéhile the contribution of other sessions may be small. One



can envisage to only add sessions with a large contributionThus, we have shown that NH diversity can be achieved in a

NH diversity. scalable way.
Our algorithm focusses on the addition of non-client ses-

sions to ASBRs. Instead, we could envisage to add client

sessions to RRs. Such an approach is likely to require everYVe thank Bruno Quoitin for making the C-BGP tool avail-

less sessions than our proposal. However, one has to ae to the research community. We also thank him for the

careful when adding such sessions. One should pay attentiofXcellent user support he provides.
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