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Abstract

The role of BGP inside an AS is to disseminate the routes learned from external peers to all
routers of the AS. A straightforward, but not scalable, solution, is to resort to a full-mesh
of iBGP sessions between the routers of the domain. Achieving scalability in the number
of iBGP sessions is possible by using Route Reflectors (RR). Relying on a sparse iBGP
graph using RRs however has a negative impact on routers’ ability to quickly switch to an
alternate route in case of a failure. This stems from the factthat routers do not often know
routes towards distinct next-hops, for any given prefix.

In this paper, we propose a solution to build sparse iBGP topologies, where each BGP
router learns two routes with distinct next-hops (NH) for each prefix. We qualify such iBGP
topologies asNH-diverse. We propose to leverage the “best-external” option available on
routers. By activating this option, and adding a limited number of iBGP sessions to the
existing iBGP topology, we obtain NH-diverse iBGP topologies that scale, both in number
of sessions and routing table sizes. We show that NH diversity enables to achieve sub-
second switch-over time upon the failure of an ASBR or interdomain link. The scalability
of our approach is confirmed by an evaluation on a research anda Service Provider network.
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1 Introduction

The Internet is divided in domains, also called Autonomous Systems (AS). Each AS
is usually administered by a single entity, such as a companyor a university. The
protocol currently deployed to distribute routing information between domains is
the Border Gateway Protocol (BGP) [1]. In BGP, external BGP (eBGP) sessions are
established to exchange routes with neighboring ASs. BGP routes are distributed
inside an AS by means of internal BGP (iBGP) sessions.

A BGP route is composed of a prefix, a Next-Hop (NH), and a set ofattributes. The
attributes are used in the BGP decision process. The NH is theaddress of a router
at the border of the domain. This router is able to farther forward traffic toward the
destinations belonging to the prefix.

Initially, routers were only allowed to advertise, on iBGP sessions, routes that were
received on eBGP sessions. Thus, redistributing BGP routesto all the routers of
an AS required to setup a full-mesh of iBGP sessions in the AS [1]. This leads
to scalability issues in ASs with hundreds of routers. Today, the trend is to use
Route-Reflectors (RR) [2] in large ASs. A RR may re-advertiseroutes learned on
some iBGP sessions on some other iBGP sessions. Thus, they enable a reduction of
the number of iBGP sessions established in the network and the number of routes
maintained in the routers.

A router holds a routing table per BGP session (i.e., per BGP peer/neighbor). It
stores the routes received on each session in these tables. Arouter may receive
multiple routes for the same prefix from several neighbors. In this case, it selects
a single of these routes for packet forwarding. Only this route is redistributed by
the router on iBGP sessions. The selection of a single route for each destination
relies on the values of the routes’ attributes. The selection process, called “decision
process”, is composed of a set of rules applied in sequence. Asummary of these
rules is provided in Table 1. Each rule eliminates from consideration all the routes
that do not have the best value for a given attribute. When a single route remains, it
is selected for packet forwarding.

1.1 The slow BGP convergence

The slow convergence of BGP has been highlighted in the literature. In [3], Labovitz
et al. claim that recovery from a failure affecting inter-domain routes takes three
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Table 1
Simplified BGP decision process

Sequence of rules

1 HighestLoc pref 4 eBGP over iBGP

2 ShortestAS-path 5 Lowest IGP cost to NH

3 LowestMED 6 Tie-break

minutes on average. Moreover, Wang et al. show in [4] that routing changes sub-
sequent to a failure contribute significantly to end-to-endpacket loss. Kushman et
al. [5] measure the impact of BGP route updates on VoIP traffic. They designate
BGP routing changes as being the cause of50% of the perturbations in the VoIP
calls they observed. Several techniques to improve BGP convergence have been
proposed [6,7]. However, as claimed by [8], reducing BGP convergence time is not
sufficient, at least for the reliability required by loss anddelay sensitive applica-
tions.

Solutions have been proposed in order for a domain to receivemultiple AS paths to
external destinations [8, 9]. These routes are present at the frontier of the domain.
However, this diversity is not be redistributed to all routers inside the domain. Uhlig
et al. [10] have demonstrated this for a Tier-1 Service Provider network making use
of a hierarchy of RRs. Uhlig et al. have shown that most routers do not possess
multiple routes with alternate NHs for most of the destinations. Thus, if a route
fails, the routers lose reachability to the destination of the route. They have to wait
for BGP to converge inside the AS before being able to reach the destination again.
Depending on the value of BGP timers and on the number of routes that fail, BGP
convergence may take a few tens of seconds. If routers had NH diverse routes,
network resilience would be improved. The switch-over to analternate route would
take much less than a second [11]. The objective of this paperis to achieve such
NH diversity in the routers of a domain. For this purpose, we focus on the design of
the iBGP topology of a domain. We confirm through measurements the significant
gain in switch-over time when diverse NHs are present in the routers.

1.2 The complexity of iBGP design

The design of iBGP route reflection topologies is a NP-hard problem [12]. The
solution space is wide and many factors, such as CPU and memory capacity of the
routers might be considered. For example, not all routers are able to support the
load incurred to RRs. Moreover, choices have to be made aboutthe implications
of the trade-offs on the iBGP topology design. For instance,operators have the
choice between approaches requiring few iBGP sessions compared to solutions
with lower amount of BGP messages exchanged upon failures. In this paper, we
leave the decision of those trade-offs to the operators, andfocus on NH diversity.
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1.3 Problem statement

We say thatNH diversityis achieved for prefixp in domaind if and only if, there are
at least two BGP routesρ1 andρ2 with NHsNHρ1

andNHρ2
, s.t.NHρ1

6= NHρ2
,

in the routing tables of each BGP router in domaind. We only consider the BGP
routers of an AS1 . We note that NH diversity can be reached only if routes for
the prefix are received at two ASBRs and from two different nodes in neighboring
ASs. If there is no physical diversity at the border of the AS,it is not possible to
reach NH diversity without negotiating additional external peering links.

An AS is NH diverse if NH diversity is reached in that AS, at every BGP router, for
every prefix advertised in BGP. In a NH diverse AS, each routerlearns at least two
different NHs to reach every destination. This way, when theroute through one of
the NHs fails, another route may still be available. Such a route may then be used
before new routes are learned through BGP convergence. NH diversity protects
against the failure of the NHs and the links directly connected to the NHs, used to
reach the NHs.

NH diversity in every AS along the path combined with IGP fastreconvergence,
fast recovery or protection techniques in these ASs ensuresthat the BGP routes
through the diverse NHs do not fail simultaneously upon the failure of a single
resource or a Shared Risk Link Group (SRLG) along the active path.

We say that diverse NHs areShared Risk Link Group (SRLG) diverseif there exists
SRLG diverse paths to the NHs. If the diverse NHs are SRLG diverse, protection
against SRLG failure to the active NH is ensured. Taking SRLGs into account en-
sures fast switch-over time in case of a SRLG failure toward the active NH.

We define diverse NHs as being BGP policy equivalent if their respective routes
are policy equivalent. Two routesx andy for the same prefix arepolicy equivalent
if and only if the output filters of the AS are configured such that both routes are
allowed to be advertised on the same set of eBGP sessions. Guaranteeing diversity
of NHs that are policy equivalent ensures that no BGP updateswill be sent outside
the AS [14] upon the failure of the route through the active NH. This enables failure
restoration to be confined in the local AS.

In this paper, we propose an algorithm that leads to NH diversity in the routers
by adding iBGP sessions to an initial topology of RRs. The proposed scheme is
desired as soon as the administrators of an AS opt for a route-reflection topology.

1 Often, all the routers of an AS are running BGP. When it is not the case, the routers
that are not running BGP either have multiple default routes(primary and backups) or
they are in the core of an MPLS network. In an MPLS core, the routers are configured
with protection tunnels. Thus, non BGP routers can switch toan alternate route when the
primary route fails.
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Operators may adopt a route-reflection for multiple reasonsamong these is scala-
bility of the routing tables size and easiness to introduce new routers in the network.
Our algorithm aims at achieving this diversity by adding only a limited number
of iBGP sessions. In the resulting iBGP configurations, each router learns atleast
two different NHs to reach every destination.

We limit ourselves to an objective of two diverse NHs per prefix inside each router.
Our solution can easily be adapted to reach a larger NH diversity. However, the
desire for more than 2 diverse NHs in the routers has to be weighted with the cost
of maintaining these routes in the routers.

The alternate NH is solely used upon the failure of the route to the best NH. We
do not aim to load balance traffic among the multiple NHs. As the alternate NH
is only used temporarily, the quality of the path to the NH does not have to be as
good as toward the best NH2 . When an operator makes use of BGP attributes to
indicate the preference of a BGP route, its objective is usually not to render a route
unusable. Rather, its objective is to indicate that this route should be used only if
better routes are not available. Our solution may enable this route to be used exactly
in such a circumstance. Moreover, this does not compromise the correctness of the
iBGP topology (see section 5).

In this paper, we present an algorithm that does not take SRLGs and BGP policies
into account. However, these two aspects can be easily incorporated in our proposal.
NHs that are not SRLG diverse or not BGP policy equivalent canbe removed from
consideration when selecting the candidate diverse NHs fora prefix.

Similarly, one operator may want NHs that are peering with different ASs. Again
the algorithm can easily be modified to reach that goal. NHs that are peering with
the same AS as the primary NH are removed from consideration in the set of candi-
date NHs for a prefix. The diversity one may want to consider depends on the type
of failures that will occur. Unfortunately, we do not have a proper model of where
failures happen in the Internet. We do not know if all the routes through an AS are
more likely to fail simultaneously than the routes that go through different nodes.
Thus, we cannot determine if such a consideration is meaningful.

Our algorithm aims at achieving route diversity by adding only a limited number
of iBGP sessionsto a sparse iBGP topology. We show that, for a particular research
network, between1.2% and1.7% of the total number of sessions contained in a
full-mesh are added to conventional iBGP topology designs.For the ISP network,
between0.6% and1% of the sessions in a full-mesh are added to conventional iBGP
topology designs. These, additional sessions bring new routes that need to be stored
in the routing tables. We show that the increase in routing table is rather small,
especially for the ISP network. For the research network, the initial routing tables

2 We invite the reader to read [13] for a study on the cost along the backup routes provided
by the algorithm in this paper.
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are on average 3 times smaller than the tables with a full-mesh. After our design,
they become 2 times smaller than the tables with a full-mesh.The tables in the
routers of the ISP network are on average 3 to 7 times smaller with the traditional
iBGP design techniques than with a full-mesh. They become 3 to 6 times smaller
than with a full-mesh after the application of our algorithm.

This paper is structured as follows. First, we introduce theproblem of lack of route
diversity inside a domain in section 2. In section 3, we describe our methodology
and our design algorithm. Then, we quantify the gain in switch-over time with our
proposal, in section 4. The correctness of the NH-diverse iBGP topology is proved
in section 5. Our proposal is evaluated in section 6. This section also contains a
description of conventional iBGP topology designs. Then, we present solutions that
have been proposed in the literature to solve related issuesin section 7. Finally, we
conclude the paper.

2 Lack of route diversity in BGP

In this section, we expose the causes for the lack of NH diversity in the routers of
an AS. We show that the lack of NH diversity may occur both in full-mesh and
route reflection topologies. The first two causes apply to both full-mesh and route
reflection topologies. The last cause is applicable only to sparse iBGP topologies
such as route reflection topologies.

When an iBGP full-mesh is used to propagate the external routes inside the AS, all
the external routes that are chosen as best by the routers areknown to the routers of
the AS. An iBGP full-mesh might thus be seen as the ideal case for the visibility of
the external routes. However, this apparently “ideal” situation of the full-mesh does
not automatically imply that NH diversity is achieved. Three aspects that affect the
diversity inside an AS:

• Location of eBGP peerings: If an AS Border Router (ASBR) has multiple peer-
ings with neighboring ASs, external routes can be hidden at the ASBR and never
be propagated inside the AS unless some failure occurs.

• eBGP attributes of the routes: The BGP decision process defines an ordering
of the routes. The external routes that have the best ordering for the 3 eBGP at-
tributes (highestLoc pref, shortestAS-path length, and lowestMED 3 ) dom-
inate all the other routes learned by the routers of the AS. The dominated routes
will never be selected by any router inside the AS, unless allthe dominating
routes are withdrawn. After the convergence of BGP, the dominated routes will

3 If the “always-compare” option is used, the route with the lowest MED dominates the
other routes. Without the option, the route with lowest MED dominates the other routes
received from the same AS only.
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only be present in the routing tables of the ASBRs that received them on an
eBGP session.

• iBGP propagation graph: A sparse iBGP graph creates dependencies between
routers. Routers that do not have multiple eBGP sessions must rely on their iBGP
neighbors to achieve NH diversity. Routers without external peering sessions can
only achieve NH diversity if their iBGP peers receive, select and advertise routes
with different NHs.

Fig. 1. Example of route diversity loss. Location of eBGP peerings: R31 selects eitherpR11

or pR12 as best route. R31 only propagates this route in iBGP. eBGP attributes of the routes:
If R32 assigns a highLoc pref topR21, neitherpR11 norpR12 will be propagated in iBGP.
iBGP propagation graph: R33 selects eitherpR31 or pR32 as best route. R33 only sends this
route to R34, R35 and R36.

The example of Fig. 1 illustrates the previous three aspects. Note that this example
is not meant to represent a realistic iBGP topology, but is designed to illustrate the
different reasons for lack of routing diversity in BGP. Suchlack of route diversity
has been observed in [10] and is illustrated in section 6 for traditional iBGP de-
signs. In Fig. 1, we place ourselves as being the operator of AS3. This AS receives
routes towards a prefixp from two neighboring ASs: AS1 and AS2. Two ASBRs
of AS3 receive external routes towardp. However, only two of those three external
routes can be used, as ASBRR31 only chooses and propagates one of the two ex-
ternal routes it receives from AS1. This illustrates the first reason for loss of route
diversity: the location of eBGP peerings. Such route diversity at a single ASBR is
not robust against the failure of the ASBR. In this case, changing the location of
one of the eBGP peerings AS3 has with AS1, to some router who does not receive
an external route towardsp, will prevent one of the external routes from AS1 to
be hidden by an ASBR. Note that in practice, changing the location of eBGP peer-
ings is not so simple as it depends on the geographic locationof the routers to be
interconnected and on the availability of ports on these routers.

Among the three external routes that are received by the ASBRs of AS3, some
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routes might dominate others. For example, AS3 might preferthe routes from one
of its neighboring ASs, AS2, due to routing policies. AS3 mayassign a higher
value to theLoc pref attribute of the routes received from AS2. In this case,
the two routes received from AS1 will not be selected as best by any router in-
side AS3. Thus, they will only be available atR31. The same reasoning applies
if routes have the same value of theLoc pref attribute but a shorterAS-path,
or the same value ofLoc pref, the sameAS-path length, but a lower value of
theMED attribute. Routing policies can cause a great loss of diversity. They may
prevent alternative NHs to be observed in a domain, unless some failure leads to
the dominating route(s) to be withdrawn.

Router vendors are proposing an extension to BGP called “best-external” [15]. The
use of this extension will help to solve the diversity problem when the lack of
diversity is due to theeBGP attributes of the routes. With the “best-external” option
activated, the ASBRs will advertise their best eBGP route totheir iBGP peers. Thus,
dominated routes may be propagated in the AS. In Fig. 1, with the “best-external”
option,R31 would advertise one of its eBGP routes toR33 even if its eBGP routes
are dominated. However, this route will not be propagated further in the AS. This
option does not allow by itself to solve the diversity issue in a sparse iBGP topology.
Because a “best-external” route is only propagated one hop in the iBGP topology,
this option does not cause issues, such as routing loops, in the iBGP propagation of
routes.

Finally, dependencies in theiBGP graphmay create diversity loss during the prop-
agation of the BGP routes. In Fig. 1, we intentionally built an iBGP topology that
leads to a very poor diversity. As routersR34, R35 andR36 depend exclusively on
R33. Those three routers will only see a single external route asbeing available to
reachp; the route advertised byR33. We note that, even if these routers had iBGP
sessions with several RRs, they may not learn routes with diverse NHs, as observed
in section 6.

We have seen in this section that the lack of route diversity does not only concern
route-reflector based iBGP topologies. It is a more generic problem. There is no
protocol-based solution to counter the first cause. The ASBRis a single point of
failure in this case. The establishment of additional eBGP sessions ending at diverse
nodes counters this cause. The second cause can be counteredby the use of “best-
external”. The last cause only occurs in sparse topologies such as route-reflection
topologies and a confederation of ASs. The proposal in this paper enables to counter
this last cause, for route-reflection topologies.
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3 Improving diversity

In this section, we present our solution to reach NH diversity at the routers of an AS.
By routers, we mean all the routers that rely on BGP routes to reach destinations
external to the local AS. Our proposal consists of configuring the “best-external”
option at the routers, coupled with an algorithm for the design of iBGP topologies.
As a result, NH diversity is achieved at each router in the network, for all prefixes
that are learned at different AS Border Routers (ASBR).

The “best-external” option is required because, as we have seen in section 2, in
some configurations, it is not possible to achieve NH diversity without this option.
In addition, we have shown that this occurs independently ofthe iBGP topology
configured in the AS. When all the routers in a domain prefer the same route (i.e.,
the same NH) for a prefix, the routes that are received at otherASBRs for this prefix
are not propagated in the domain.

3.1 Algorithm

Our algorithm determines a small number of iBGP sessions to add to an existing
iBGP route reflection topology. The pseudo-code of our algorithm is provided in
Algorithm 1. As input, the algorithm takes the eBGP routes received at the ASBRs,
the IGP topology and an iBGP route reflection topology (line 1). Our solution relies
on a tool such as [16] to compute the routing tables of the BGP routers in the
domain (line 2).

The principle of the algorithm is as follows. First, we remove from consideration
all the prefixes for which it is not possible to achieve NH diversity (Algorithm 1,
line 3). These are the prefixes for which an external route is received only at one
ASBR. For example, in Fig. 2 diversity cannot be reached for prefix p1. This is due
to the fact that only ASBRR21 receives an external route forp1. From this step of
the algorithm, a setS of prefixes is obtained. NH diversity will not be reached with
any iBGP topology for prefixes that do not belong toS, even with a full-mesh. New
external peering links need to be negotiated by the operatorof the domain, in order
to be able to achieve NH diversity for these prefixes. In the example of Fig. 2, the
operator ofAS2 could contact the operator ofAS1 to schedule the establishment
of a new link betweenR22 andR11.

After the removal fromS of the prefixes for which diversity cannot be achieved,
we compute the set of routers lacking NH diversity for a leastone prefix inS

(Algorithm 1, line 4). This set of routers is notedR.

The core of the algorithm is composed of the set of operationsin lines 5 to 17. We
call this set of instructions astepof the algorithm. These operations are performed
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Algorithm 1 Addition of iBGP sessions
1: self .T=LoadTopology()
2: self .RIBIn=self .ComputeBGPRoutes()
3: self .S=self .RemoveUnsolvablePrefixes()
4: R=self .GetLowDivRouterSet()
5: while (|R| > 0) do
6: {improve diversity for one router}
7: r=self .GetMostInterestingRouter(R)
8: P=self .GetLowDivPrefixSet(r)
9: C=self .GetCandidateIBGPPeersSet(r,P )

10: if (P 6= ∅ and C 6= ∅) then
11: {select candidate with maximum number of eBGP prefixes inP}
12: n=self .SelectNewIBGPPeer(r,C,P )
13: self.T=self .AddIBGPSession(r,n)
14: self.RIBIn=self .ComputeBGPRoutes()
15: R=self .GetLowDivRouterSet()
16: end if
17: end while

Fig. 2. Improving diversity

until NH diversity is reached for all the routers inR. First, we pick a routerr from
the set of routers lacking diversity,R (line 7). Then, we improve NH diversity for
r through the addition of an iBGP session betweenr and an ASBR. With “best-
external”, we are sure that an ASBR distributes, to its iBGP peers, one route with
itself as NH, for each prefix it learns on an eBGP session. ASBRs are thus good
candidates for becoming new iBGP peers. An ASBR is selected to become a new
iBGP peer forr if adding a session to this ASBR increases NH diversity for the
largest number of prefixes atr.

Assume that routerr is R22, in Fig. 2. We see thatR22 lacks NH diversity for
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prefixesp2 andp3 (line 8). Then, we determine the set of ASBRs that are candidates
to become new iBGP peers forr (line 9). RoutersR21, R23 andR24 are ASBRs
in AS2. In the example,R21 distributes a route with NHR21 for prefixesp2 and
p3 to its iBGP peers.R23 sends routes for prefixesp2 andp3 with NH R23. And,
R24 only sends a route forp3 with itself as the NH.

Some iBGP sessions do not increase the NH diversity at the considered router (R22,
in the example). These are sessions with ASBRs such as: (1) anASBR that is
already an iBGP neighbor, (2) an ASBR that is already the NH for all the prefixes
lacking diversity, (3) an ASBR that does not advertise any ofthe prefixes lacking
diversity to its iBGP peers. Therefore, the algorithm does not consider to add an
iBGP session with such routers. These routers are not candidate ASBRs. In the
example, the algorithm will not propose to add an iBGP session betweenR22 and
R24 because of (1). OnlyR21 andR23 belong to the setC of candidate iBGP peers
(Algorithm 1, line 9).

The algorithm now chooses betweenR21 andR23 as new iBGP peer (Algorithm 1,
line 12). For this purpose, it determines the ASBR that will increase the diversity for
most of the prefixes lacking diversity. In our example, an iBGP session withR21
will increase the NH diversity for two prefixes,p2 andp3. An iBGP session with
R23 will only increase NH diversity for prefixp3 becauseR23 is already the NH for
p2 at R22. Thus,R21 is selected as new iBGP peer. If multiple ASBRs contribute
to increase diversity for the same number of prefixes, our algorithm selects one of
them arbitrarily4 .

Then, we recompute the BGP routes received at the routers (Algorithm 1, line 14).
For this purpose, we first add the new session to the model of the iBGP topology
at line 13. The BGP routes are computed after the addition of each iBGP session
because when a router receives additional routes, it may select different routes as
best. Subsequently, it stops advertising the previous bestroutes to its peers. This
may lead to reduced NH diversity in some routers. We note thatthis occurs only
when the initial iBGP topology is notfm-optimal. That is, when routers cannot
choose as best route the one towards the closest NH in terms ofIGP cost. This
concept is defined in [17]. It is desirable that an initial iBGP topology meets this
fm-optimality constraint in order to avoid deflection and forwarding loops. In case
of fm-optimality of the iBGP topology, this route computation step is not necessary.

3.2 External routes model

Our algorithm relies on the eBGP routes received at the ASBRs. A change in the
prefixes that are received from the external peers may have animpact on the NH

4 The tie-beak may be based on the IGP cost to the ASBR or the peering cost at the ASBR.
The choice is left to the operator.
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diversity in the AS. To avoid having to re-optimize the iBGP route reflection topol-
ogy every time a change in the external routes is observed, wesuggest to build a
model of the eBGP routes. We suggest to use classes of prefixesin this model. A
Service Provider (SP) knows the type of connectivity that isprovided by each of its
external peers. This part of the contract the SP has negotiated with its peer. Thus,
the SP knows if it will receive all the Internet routes from the peer or a subset of
the routes. In the case of a subset of prefixes, the administrator knows the classes
of prefixes to expect in a subset. The prefixes that are always advertised together
with the same BGP attributes belong to a class. For example, aclass may contain
all the prefixes assigned to European universities. Anotherclass may be all the pre-
fixes assigned to the American customers of the peer. Insteadof trying to improve
NH diversity for single prefixes, diversity is considered ona per class basis. In our
model of the routes, a single prefix is used for each class of prefixes. An iBGP
session that is added to improve diversity for this prefix improves diversity for all
the prefixes in the class. Such a model has already been used in[10, 16, 18]. An
iBGP topology computed based on such a model is likely to be robust to changes
in eBGP routes, if the current peering agreements are respected. That is, if a pre-
fix is added or removed from a class, diversity is maintained.The model can also
take into account predictions of changes in agreements and of the removal or the
addition of external peers. We note that the real eBGP routescan be used instead
of building such a model.

3.3 Properties of the solution

Our algorithm adds iBGP sessions to ASBRs that receive many external routes.
Thus, an ASBR that receives many routes should be able to support a higher number
of iBGP sessions than other ASBRs. This effect is predictable. Therefore, those
ASBRs can be correctly dimensioned to support the additional load. Moreover,
this aspect can be taken into account when selecting a location for the addition
of external peerings. We note that the number of iBGP sessions at an ASBR will
never be larger than the number of sessions it would have to support in a full-mesh.
We show in section 6.3 that the average and maximum number of iBGP sessions
supported by the routers in a ISP network is much lower than the number of sessions
to be supported by a router in an iBGP full-mesh.

The addition of iBGP sessions enables us to achieve NH diversity at the cost of a
limited increase in the amount of routes to be maintained in the routing tables. We
evaluate this cost in section 6. We see in that section that there is a trade-off. The
size of the routing tables is kept smaller in the situations requiring the addition of
a larger number of iBGP sessions at the ASBRs, such as the research network (see
section 6.2). When diversity is easily achieved, because diversity is largely present
at the border of the domain, a very small number of additionalsessions leads to a
larger increase of the routing table sizes. This is observedin the evaluation of our
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proposal for the ISP network (see section 6.3).

The strength of our approach is that it is applicable today. No changes are required
to the implementation of BGP5 . Moreover, as we will see in section 6, the iBGP
route reflection topologies that are generated by our algorithm are rather small,
especially for larger topologies. They require a small average number of sessions
and routing entries to be maintained at the routers.

4 Switch-over time

Failure recovery can be divided into three steps: failure detection, failure notifi-
cation and route switch-over. NH diversity aims at reducingthe switch-over time.
Once a BGP route is withdrawn or once the router learns that the current NH of a
route is no more reachable, it is able to directly switch to the NH-diverse route.

There are multiple ways to speed up failure detection and notification. The IGP
[11, 19] and the Bidirectional Forwarding Detection (BFD) protocol [20, 21] en-
able a router to learn the occurrence of a distant failure within a few hundreds of
milliseconds.

After the few hundreds of milliseconds necessary for a router to detect a failure,
the alternate NH, available at the router in a NH-diverse network, is installed in the
Forwarding Information Base (FIB). This takes around100ms, with a hierarchical
FIB [11]. With such a FIB architecture, installing a new NH upon a failure does not
depend on the number of prefixes impacted by the failure anymore. It only consists
of the time that is required to change the value referenced bya pointer.

Thus,in a domain with NH diversity, fast failure notification and a hierarchical
FIB architecture, switch-over can be achieved in much less than a second[11].
This is a significant improvement compared to the few tens of seconds required
today, in ASs without NH diversity.

We perform measurements to determine the gain in switch-over time when diverse
NHs are present in a commercial router, without any fast notification mechanisms
and without a hierarchical FIB. First, we measure the recovery time atR21 for
10000 routes upon the failure of linkR21 − R11, in the topology illustrated in
Fig. 3. Without NH diversity,R21 takes5.85 seconds, on average, to detect the
failure, learn the new route and install it in its FIB. With NHdiversity,0.92 seconds
are required forR21 to detect the failure and install the NH diverse route in its

5 We expect the “best-external” option to be delivered for most routing equipment very
soon. The market leaders are pushing the standardization ofthis solution at the IETF. More-
over, one implementation is already available.
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FIB. Switch-over time is reduced by4.93 seconds with NH diversity. It is already
a significant gain for such a simple topology.

Fig. 3. Switch-over time measurements

Now, we perform similar measurements on a larger topology, the topology illus-
trated in Fig. 2 in [22]. We measure the recovery time atPE3 after the failure of
link PE2 − CE1. Again, we do not use any fast failure notification mechanisms
andPE3 does not possess a hierarchical FIB. Without NH diversity, it takes44
seconds forPE3 to learn the alternate routes and update the10000 route entries.
With NH diversity, only2 seconds are required. Out of these two seconds, it takes
already one second forPE3 to be notified of the failure. Fast failure notification
techniques do not necessarily help to speed up the recovery time when a diverse
NH is not known. However, with NH diversity, a fast notification technique and
hierarchical FIBs, a sub-second recovery time is at our reach.

5 Correctness

The iBGP sessions added to the initial iBGP topology, in order to reach NH-
diversity, do not affect the correctness of the iBGP topology. The sessions that are
added are of type “over”, according to the terminology introduced in [23]. A route
learned on such an iBGP session is not readvertised on another iBGP session. Thus,
the NH-diverse routes will not be re-distributed in iBGP. Moreover, if the initial
iBGP topology is correct, it is likely to be “fm-optimal”. Designing iBGP topolo-
gies that are fm-optimal even in case of failures is possible. “Fm-optimality” [17]
ensures that any router can choose as best route the one that is advertised by the
closest egress point, with regard to the IGP cost, as in a full-mesh. In an “fm-
optimal” iBGP topology and an iBGP topology “fm-optimal” with regard to fail-
ures [24], the routes learned on the additional iBGP sessions do not change the
output of the BGP decision process in the routers. The NH-diverse route is never
selected as best route instead of the primary route, when there is no failure. After a
failure, at the end of the BGP convergence, the best backup routes are learned via
the sessions of the initial iBGP topology. If the NH-diverseroute is the best, it is
also learned via the sessions of the initial iBGP topology. Therefore, the additional
sessions do not affect the convergence of BGP inside the AS. They will not be used
to forward packets in normal network operation nor be re-distributed. Thus, they
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will not lead to forwarding loops nor route oscillations. Rather, they allow that an
alternative route be used upon a network failure, before thefinal route is learned.
As a conclusion, if the initial iBGP topology is fm-optimal,the iBGP topology we
produce is fm-optimal and correct.

Transient forwarding loops may occur during any BGP convergence. The iBGP
topologies that we generate do not make an exception. We notethat, the state of the
art to ensure that no forwarding loops occur during the convergence of BGP, is to
encapsulate traffic to the outgoing interface of the ASBR [25].

6 Evaluation

We perform our evaluation on two types of networks: a research network and an ISP
network. The ISP network topology has been inferred by the rocketfuel project [27].
For each network, we study the NH diversity achieved with conventional iBGP
topology designs. We compare the diversity reached by the conventional iBGP
topologies with the one achieved by the iBGP topologies generated by our algo-
rithm 6 . Then, we study the scalability of our proposal. We examine the number of
iBGP sessions in conventional iBGP topology designs, in theiBGP topologies that
we generate, and in a full-mesh. We also study the number of iBGP sessions and
the amount of routing table entries that need to be supportedby each router. The
“best-external” option is activated for each simulation.

6.1 Settings of the simulations

6.1.1 Model of a research network

We construct the model of the research network used in our evaluation based on
public information relative to its topology and external peers. The intra-domain
topology of the research network is available on its website(http://two.wide.
ad.jp/). The research network is composed of 17 nodes. Eight of these nodes are
ASBRs. Similarly, a list of its external peers is also available on the website of the
research network. The research network has 12 external peers.

We follow the methodology introduced in section 3 to model the external routes
received from each peer. First, we determine the roles of theexternal peers. These
roles are deduced from studies on the relationships betweenASs, such as [26], and
from the service the peers advertise on their websites. We conclude that two of the

6 As mentioned in section 1.3, we do not consider SRLGs in this paper even though it
is rather straight forward to take them into account. The reason is that we don’t know the
SRLGs for the networks considered in the evaluation.
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peers are well known commercial Internet Service Providers(ISP). Moreover, four
peers are research networks. Finally, there are six connections to major Internet
eXchange (IX) points. We looked at the IXs’ websites to determine the peers con-
nected to the IXs. From this information, we deduced the classes of external routes
received from the commercial providers, the research network peers and at the IXs.

6.1.2 Model of an ISP network

In this section, we describe the model of the ISP network thatwe use in our eval-
uation. Mahajan et al. [27] have inferred the internal topology of a few Internet
Service Provider networks. For each of these ISP networks, they have inferred the
link costs and the PoP structure of the network. We use their model of one of the
ISP networks, AS1239. Their model is composed of 315 nodes spread across 44
PoPs. We use the AS relationships inferred by Subramanian etal. [26] to deter-
mine the external peers of AS1239. According to [26], AS1239is one of the few
tier-1 ASs that are in the core on the Internet. It is connected to 1750 other ASs.
Among these ASs, 41 ASs are shared-cost peers. The remaining1709 ASs are cus-
tomer ASs of AS1239. The shared-cost peers are ASs of about the same size as
AS1239. We assume that these ASs advertise a large number of prefixes, including
customer ASs’ prefixes. In our model, each shared-cost peer has between 2 and 4
peering links with AS1239. Each peering link ends at a randomnode in a randomly
selected PoP of AS1239.

We build the model of the external routes advertised by each shared-cost peer as
follows. First, we assume that the Internet is divided in three major geographic
areas, the continents. Furthermore, each of these areas is divided into 30 regions.
A region may represent a country. We consider all the 1750 peers connected to
AS1239. Each peer is assigned a geographic coverage. Depending on its level in
the AS hierarchy inferred by Subramanian et al. [26], it is assumed that a peer
covers a wide or a small geographical area. For example, tier-1 peers are assumed
to cover all the three major continents. Level-2 and level-3peers are assumed to
cover a single continent and all the countries in this continent. Finally, level-4 and
5 peers cover a single region. The countries are assigned randomly to the level-
4 and level-5 peers. Similarly, the continents covered by level-2 and 3 peers are
also assigned randomly. Secondly, a prefix is assigned to each region and each
continent that is covered by one of the peers of AS1239. Finally, a shared-cost peer
advertises to AS1239 the prefixes that are attributed to the regions and areas that
it covers. Together, the shared-cost peers of AS1239 cover all geographical areas.
Thus, even though the 1709 customer ASs are not directly connected to AS1239,
the shared-cost peers advertise their prefixes to AS1239.
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6.1.3 Conventional iBGP topologies

In this section we describe the iBGP route-reflection topologies that are used as in-
put to our algorithm for our evaluation. They are also used asa reference point for
assessing the NH diversity and iBGP sessions scalability inreal networks. These
topologies are the result of conventional iBGP design methodologies. Those con-
ventional topologies should be similar to iBGP topologies used by ISPs.

6.1.3.1 Bates recommendation In [2], Bates et al. state some recommenda-
tions for iBGP route reflection topologies. They advise to configure one or multi-
ple RRs per Point of Presence (PoP) in the network. All the routers in a PoP are
clients of the RR(s) in this PoP. In addition, the authors require a full-mesh of iBGP
sessions between the RRs. Moreover, they also recommend theconfiguration of a
full-mesh of iBGP sessions between all the routers in a PoP.

6.1.3.2 “Bates1” iBGP design In our first initial iBGP topology, we imple-
ment this recommendation as follows. The most connected router in each PoP is
selected to be the RR. Each router is a client of the RR in its PoP. A full-mesh of
iBGP sessions is established between the RRs. Finally, there is a full-mesh of iBGP
sessions between all the routers in a PoP. In the remaining ofthis paper, we call this
iBGP topology“Bates1”. An overview of the properties of this topology is given
in the first line of Table 2.

6.1.3.3 “Bates2” iBGP design Our second initial iBGP route-reflection topol-
ogy is built as follows. Two RRs are selected in each PoP for redundancy purposes.
These two RRs are the two most connected routers in the PoP. All the routers in a
PoP are iBGP clients of the two RRs in the PoP. Moreover, a full-mesh of iBGP
sessions is configured between the RRs. This topology also follows the recommen-
dations of Bates et al. [2], expressed earlier. It is called“Bates2” in the following
sections. A short description of this topology is provided in Table 2.

6.1.3.4 “Zhang” iBGP design Large Service Provider networks may make use
of a hierarchical route-reflection topology [10]. Such a topology is characterized by
multiple levels of RRs. Routers that are clients of RRs at thetop-level may on the
other hand be RRs for routers at lower levels. In [1], Zhang and Bartell provide
recommendations for the design of such hierarchical iBGP topologies. They say
that the RRs at the top-level must be fully meshed. On the contrary, this is not
required for RRs at lower levels.

Our third initial iBGP topology verifies the recommendations in [1]. It is built as
follows. There are two levels of RRs. At the lowest level, therouters of a PoP are
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clients of two RRs in the PoP. These two RRs are the most connected routers of the
PoP. In turn, these RRs are clients of two RRs at the top-level. RRs are at the top-
level of the hierarchy if the number of nodes in their PoP is above a critical number.
This number is set to10 in our topology. However different values can be envis-
aged. Low-level RRs of a PoP are connected to the two top-level RRs of the closest
PoP. The closest PoP is determined based on the IGP cost of thelinks. Finally, a
full-mesh of iBGP sessions is configured between the top-level RRs. Such a config-
uration is illustrated in Fig. 7-11, page 265 of [1]. We call this topology:“Zhang” .
Table 2 provides a brief description of this iBGP route-reflection topology.

Table 2
Conventional iBGP topologies

Name hierarchy top-level PoP RR

full-mesh full-mesh redundancy

Bates1 no yes yes no

Bates2 no yes no yes

Zhang yes yes no yes

Since the number of nodes in the research network model is rather small, it is not
relevant to make use of a hierarchy of RRs. In order to obtain amodel with a larger
number of nodes for the research network, we proceed as illustrated in Fig. 4. This
enlarged model of the research network will only be used withthe conventional
hierarchical iBGP topology, “Zhang”.

Fig. 4. Enlarging a network
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6.2 Evaluation for the research network

In this section, we evaluate the effectiveness of our designalgorithm for the re-
search network presented earlier. The “best-external” option is activated for all the
simulations. First, we study the NH diversity present in therouters with the three
conventional iBGP topologies introduced in section 6.1.3.We observe that this di-
versity is poor. Then, we show that with the iBGP topologies resulting from our
algorithm, we achieve the same NH diversity as with a full-mesh of iBGP sessions.
From the distribution of the number of iBGP sessions at the routers, we show that
the total number of iBGP sessions present in the topologies generated by our algo-
rithm is low compared to the number of sessions in an iBGP full-mesh. Finally, we
draw conclusions on the size of the routing tables.

Table 3 shows the average percentage of prefixes for which NH diversity is ob-
served in the routers of the research network. This value is equal to

100

p
∗

∑n
i=0 di

n
, (1)

wheren is the number of routers,p the total number of prefixes anddi the number
of prefixes with NH diversity at routeri. Each line in Table 3 relates to a different
initial iBGP topology.

Table 3
Research network: NH diversity

iBGP topologies

Name initial proposed full-mesh

“Bates1” 39% 90% 90%

“Bates2” 26% 90% 90%

“Zhang” 13% 90% 90%

We observe in the second column of Table 3 that with the “Bates1” iBGP topol-
ogy, diversity is achieved for39% of the prefixes, on average over all the routers
in the network. With the “Bates2” iBGP topology, the averageNH diversity in the
routers is lower, with26% of the prefixes. Finally, with the “Zhang” iBGP topol-
ogy, there is NH diversity for only13% of the prefixes in the routers on average.
The differences in diversity observed with these three types of iBGP topologies
come from two types of aspects. First, the iBGP designs used lead to different
number of iBGP peerings. The “Bates1” iBGP topology has mostiBGP sessions,
then “Bates2” comes in the middle, and finally the “Zhang” topology has the low-
est number of iBGP sessions. Less iBGP sessions reduce the possibility of learning
routes with alternative NHs. Furthermore, relying on a full-mesh within a PoP in-
creases the chances of learning more than a single NH, hence improving diversity.
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One NH may be learned from each RR and other NHs may be learned from the
routers in the PoP.

Now let us look at the NH diversity achieved with our solution, in the third column
of Table 3. We observe that NH diversity is achieved at all routers for90% of the
prefixes. The other prefixes are advertised by a single eBGP peer in our model.
Moreover, we note that the diversity obtained with our iBGP topology is the same
as the diversity observed in a topology with a full-mesh of iBGP sessions (fourth
column in Table 3). Our algorithm generates topologies where diversity is ensured
for all prefixes that are received at different ASBRs.

In addition, we see that studying NH diversity for the iBGP route reflection topol-
ogy generated by our algorithm is very important. It enablesus to detect situations
where the only solution to achieve diversity requires the establishment of new ex-
ternal peerings. Here, we deduce from Fig. 3 that new external peerings session
should be negotiated to reach diversity for 10% of the prefixes.

Fig. 5 provides statistics on the number of iBGP sessions configured at the nodes,
in different iBGP topologies. On the y-axis, we have the number of iBGP sessions
at a router, normalized by the number of iBGP sessions at a router in an iBGP
full-mesh. The number of iBGP sessions observed in a full-mesh is our reference
point. A router in a full-mesh supports the maximum possiblenumber of sessions,
or 100%. On the x-axis, we have the different iBGP topologies. For each iBGP
topology, we show the minimum, average and maximum number ofiBGP peers
that are observed at the nodes in this topology. The conventional iBGP topologies
are labeled “init”. The topologies generated with our algorithm are labeled “prop”.
Full-mesh iBGP topologies are labeled “f-m”.

We observe in Fig. 5 that the average number of iBGP sessions to be supported at a
router, with our proposal, is much lower than in a full-mesh.With the iBGP topolo-
gies we generated from “Bates1” and “Bates2” iBGP topologies, only two routers
have has many iBGP sessions as in an iBGP full-mesh. These routers are RRs that
learn many prefixes on their eBGP sessions. In the topology generated from the
“Zhang” input iBGP topology, the maximum number of sessionsa router supports
is almost two times smaller than the number of sessions routers must keep under a
full-mesh. Again, the routers with the largest number of sessions are ASBRs receiv-
ing many external routes. As mentioned in section 3, such an effect is predictable.
Appropriate dimensioning of these routers and proper selection of external peering
locations is thus possible. Moreover, such ASBRs are typically high-end routers
that can easily sustain the stress from many sessions.

In Fig. 5, we see that on average, the nodes have two times lessiBGP peers in the
iBGP topologies that we generate based on “Bates1” and “Bates2” iBGP topologies
than in a full-mesh. Moreover, the average number of sessions at a router is very
small, in the iBGP topology generated from the “Zhang” initial topology. It is 4
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Fig. 5. Research network: Distribution of the iBGP sessionson the routers

times lower than the number of sessions that need to be supported by the nodes in
a full-mesh of iBGP sessions.

In Fig. 5, the middle point provided for each iBGP topology also indicates the per-
centage of iBGP sessions in the topology. When looking at these average values,
we observe that our algorithm generates iBGP topologies with far less iBGP ses-
sions than in a full-mesh. Moreover, we see that the number ofiBGP sessions in
the topologies generated by our algorithm varies based on the initial iBGP topology
that is provided as input to our algorithm.The sparser the original iBGP topol-
ogy is, the lower the number of total iBGP sessions required in order to reach
the target NH diversity with our approach. The initial “Zhang” iBGP topology
is the sparsest iBGP topology. It contains only8% of the sessions in a full-mesh.
The iBGP topology generated from the “Zhang” topology with our algorithm is
only composed of15% of the sessions in a full-mesh. As illustrated in Table 3,
while the initial topology provides very poor NH diversity,the same diversity as in
a full-mesh is achieved with the resulting iBGP topology. Our approach hence does
not require that the original iBGP topology be particularlywell designed to work
well.

With our proposal, diversity is achieved because additional routes are exchanged
compared to the initial iBGP topology. However, this process increases the size of
the routing tables. In the conventional iBGP topologies, routers store between25
and27 routes on average. In the iBGP topologies generated with ouralgorithm,
the routers store an average of39 to 40 routes. The average number of routes in
the router is reasonably low compared to a full-mesh. With a full-mesh, the routers
receive79 routes on average.
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Our study has shown that the total number of iBGP sessions is kept low compared
to the number of sessions in a full-mesh. The average number of iBGP sessions and
routes to be supported by the routers is also kept low compared to a full-mesh. The
number of sessions and routes to be supported is higher at ASBRs receiving a large
number of external routes. This is unlikely to be a problem asthose large ASBRs
will be dimensioned to support a large number of sessions, because they are located
at important peering points.

6.3 Evaluation for an ISP network

In this section, we evaluate the efficiency of our iBGP topology design algorithm
when applied to a large ISP network. For this purpose, we use the network model
presented in section 6.1.2. A different set of external peerings and external routes
is used for each initial iBGP topology.

First, we examine, in the second column of Table 4, the average NH diversity
achieved in the routers, with the three conventional iBGP design techniques pre-
sented in section 6.1.3. We observe that, with the conventional iBGP topologies, a
router on average has NH diversity for14% and15% of the prefixes. Even though
the three conventional iBGP design techniques lead to topologies with different
numbers of iBGP sessions, their NH diversity is similar. This confirms the findings
of Uhlig et al. [10].

Table 4
ISP network: NH diversity

iBGP topologies

Name initial proposed full-mesh

“Bates1” 14% 100% 100%

“Bates2” 15% 100% 100%

“Zhang” 14% 100% 100%

When we look at the NH diversity in routers with the iBGP topologies designed by
our algorithm, the column labeled “proposed” in Table 4, we see that diversity is
achieved for all the prefixes in all the routers, as with a full-mesh.

We see in Fig. 6 that the number of sessions to be supported by the routers with the
conventional iBGP designs as well as with our proposal is lowcompared to a full-
mesh. With the conventional iBGP topology designs, the routers support on average
6.8% (“Bates1),7.8% (“Bates2”) and1.7% (“Zhang”) of the iBGP sessions they
would support in a full-mesh. In the topologies generated byour algorithm, these
numbers become7.8%, 8.4% and2.5%, for the topologies based on the “Bates1,
“Bates2” and “Zhang” initial topologies, respectively. Thus, on average, the routers
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Fig. 6. ISP network: Distribution of the iBGP sessions on therouters

support a similar number of sessions with the conventional topologies and their
resulting NH-diverse iBGP topologies. Moreover, there is only a small increase in
the maximum number of sessions supported by the routers withthe NH-diverse
iBGP topologies, compared to their initial conventional topologies.

With our algorithm,487 iBGP sessions are added to the “Bates1” iBGP topology
in order to reach100% NH diversity. This corresponds to an increase of1% of
sessions. Similarly, our algorithm proposes331 additional iBGP sessions (0.6% of
sessions) to “Bates2” iBGP topology for NH diversity to be achieved.

As observed for the research network, we can also see the benefit of using a hier-
archy of RRs for the ISP network. We observe, in Fig. 6, that the “Zhang” iBGP
topology is composed of only1.7% of the sessions contained in a full-mesh. With
our solution,368 sessions are added to the “Zhang” initial iBGP topology. This
results in a topology composed of only2.5% of the sessions that would be estab-
lished in the case of a full-mesh. It is hence possible to achieve NH diversity with
a scalable number of iBGP sessions.

Vutukuru et al. [28] obtained an iBGP topology with8 levels of RRs and26% of
the sessions of an iBGP full-mesh, for the same ISP network with the same intra-
domain topology as in our model [27]. Their design objectives are very different
from our NH diversity objective as they provide reliabilityto IGP failures. By com-
parison, with a two level iBGP topology, we achieve NH-diversity with only2% of
the sessions present in a full-mesh.

When looking at the size of the routing tables, we observed that the average routing
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table sizes are3 to 7 times smaller with the conventional iBGP topologies than with
the full-mesh. Additionally, on average, the routing tables are3 to 6 times smaller
with the iBGP topologies resulting from our algorithm compared to the sizes ob-
tained with the full-mesh. We note that, for the three initial designs, at most 100
additional routes are maintained in average at the routers with our proposal com-
pared to the original conventional iBGP design. We believe that this is a reasonable
increase. Similar to the small increase in iBGP sessions, the increase in routing
table size with our proposed iBGP topologies is small compared to conventional
iBGP topologies.

6.4 Computation time

In this section, we first discuss the theoretical complexityof our algorithm. Then,
we look at the time required by our algorithm for the computation of iBGP topolo-
gies with NH diversity. We relate this information to the number of times the in-
structions in the loop of our algorithm are executed. We callthis number, thenum-
ber of steps.

Let n be the number of nodes in a network. With our algorithm, at most m− n.(n−1)
2

iBGP sessions may be added to an initial iBGP topology. Wherem is the number of
sessions in the initial topology. The BGP routes are computed after the addition of
each iBGP session. This results in at mostm−n.(n−1)

2
BGP route computations. The

generation of each of these iBGP topologies has a computational time complexity
of O(n2.p), wherep is the number of external prefixes distributed by BGP.

Providing the theoretical time complexity for the computation of BGP routes re-
mains an issue [29]. If the initial iBGP topology is fm-optimal, the computation of
the BGP routes is not necessary to determine the impact of each additional iBGP
sessions on the NH diversity in the network. Such an impact iseasily predictable.
Thus, BGP routes only need to be computed once, at the beginning of the algorithm,
to determine the initial diversity. Alternatively, BGP routes may also be retrieved
directly from the routers in the operational network. In thelatter case, there is no
BGP route computation. The complexity of our algorithm becomesO(n4.p).

To have an idea of the practical execution time of our algorithm for the research
network, we measured, for each conventional iBGP topology,the time required
to generate ten different NH-diverse solutions. For this purpose, we replace the
GetMostInterestingRouter function (Algorithm 1, line 7) and the tie-breaking
function used as the final decision for the selection of a new iBGP peer, inside the
SelectNewIBGPPeer function (Algorithm 1, line 12), by a random selection.
We observed that all simulations with the “Bates1” initial topology have similar
execution times:2.41 seconds on average. Moreover, they all require 21 steps. As
each step of the algorithm adds an iBGP session to the iBGP topology,21 sessions
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are added in all ten executions of the algorithm. The same observation holds for the
simulations with “Bates2” as initial iBGP topology. With the “Bates2” input iBGP
topology, our algorithm always suggests the addition of25 sessions. This design
takes2.53 seconds, on average.

Concerning the simulations using the “Zhang” iBGP topologyas input, we note
very little variability in the execution times and in the number of steps carried out.
Execution times are comprised between25.07 and26.81 seconds. The number of
steps and the number of additional sessions is between86 and90. This represents
a variation of only 0.3% of the sessions contained in a full-mesh. Thus, the choice
of a particular objective for theGetMostInterestingRouter function and the tie-
break function does not have a significant impact on the resulting iBGP topologies.

For the ISP network model, the design of the iBGP topologies was achieved in227,
262 and106 minutes, from “Bates1”, “Bates2” and “Zhang” initial iBGP topolo-
gies, respectively. This network is composed of 315 nodes. It is larger than the
research network. Moreover, more steps are required to reach a solution compared
to the research network. A NH-diverse solution is reached in486, 331 and368 steps
for the “Bates1”, “Bates2” and “Zhang” initial iBGP topologies, respectively. BGP
routes are computed486, 331 and368 times.

The same amount of steps would be required when considering the complete rout-
ing information instead of classes of prefixes. Grouping theprefixes in classes aims
to provide scalability for BGP route computation.

Since most transit networks rely on hot-potato routing [30], we believe that the
initial iBGP topology of many ISP networks is fm-optimal. For these networks,
BGP route computations are not required. The time to generate a NH-diverse iBGP
topology is thus much shorter as in our evaluation for the ISPnetwork. A new
NH-diverse iBGP topology can be computed, upon a change in the set of prefixes
received from the external peers. We do not expect this to occur frequently. The
set of routes received from peers currently depends on the details of the peering
agreements that are negotiated between the concerned ASs. In this section, we have
shown that the execution time of our algorithm is a function of the number of steps
required to find a solution, and thus, the number of sessions added to the initial
topology. This number is bounded by the maximum number of sessions that can be
present in an iBGP topology, i.e the number of sessions in a full-mesh. However,
this bound is far from being reached. Moreover, we have shownthat for the research
network, the choice of a particular objective for theGetMostInterestingRouter

function and the tie-break function does not have a significant impact on the result-
ing iBGP topologies.
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7 Related work

Several aspects of resilience toward prefixes distributed by BGP have been studied
in the literature. Moreover, the design of iBGP topologies,meeting different objec-
tives to the ones considered in this paper, has drawn attention. Here, we present an
overview of this work.

[8] and [9] aim to provide route diversity at the frontier of adomain. Inside an AS,
several aspects of route resiliency toward distant destinations have been considered.
Bonaventure et al. [25] propose a technique for the protection of external peering
links by means of tunnels. Their technique requires changesto the various BGP
implementations and their deployment, to support a new typeof route in BGP.
Routes of this new type are called protection routes. They convey information about
a backup NH and parameters for tunnel establishment to the NH. Protection routes
are advertised on iBGP sessions, inside the AS. Our solutionprovides this type of
protection without requiring any modifications to BGP implementations. Moreover,
our approach enables the protection of the ASBRs. Another approach is to obtain
higher NH diversity in the routers through an extension to BGP allowing multiple
route advertisements for a single prefix [31]. However, Van den Schrieck et al.
[32] have shown that such an extension may lead to BGP route oscillations. Lastly,
Filsfils [11] has proposed BGP Prefix Independent Convergence (BGP PIC). It is
a routing table architecture that relies on the knowledge ofbackup NHs to reduce
BGP convergence time. This architecture has to be used in combination with [25]
or with our work to achieve the results expected by the author.

The design of iBGP route reflection topologies is consideredin [24, 28] and [12].
Buob et al. [24] provide a method to generate iBGP topologieswhere each router
selects the same route it would have selected in the case of a full-mesh of iBGP
sessions. Vutukuru et al. [28] rely on a hierarchy of RRs to design iBGP topologies
that are robust to IGP failures.

In [12], the authors consider the design of robust iBGP topologies. They aim to
minimize the probability of failure of iBGP sessions and thenumber of iBGP ses-
sions that may fail. This approach does not ensure NH diversity in the routers.
When maintenance of routers is performed, some iBGP sessions may still be taken
down. This may lead to packet loss since diverse NHs are not necessarily available
at the routers.

We recommend to the reader interested in the BGP convergenceproblematic to take
look at the work of Flavel et al. [33]. The authors propose a modification to the BGP
decision process in order to solve the iBGP routing oscillation issues. They do not
tackle the NH diversity problem. Their proposal can be used in combination with
our solution.

Finally, Caesar et al. [34] propose an architecture for route distribution inside an
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AS. This architecture is an application to BGP of the “4D” concept, proposed
in [35]. Inside a domain, a central server redistributes external routes to all the
routers in the domain. Such an architecture removes the burden of designing iBGP
topologies. However, it is a drastic evolution from the distributed approach that
makes the success of the current Internet. It requires that the central entity manages
the BGP routing information and controls the routers of the entire AS. Moreover,
in its current implementation, the remote control server distributes a single BGP
route per destination to each router in a domain.

8 Conclusion

In this paper, we have addressed the problem of NH diversity in an AS, i.e., ensuring
that each router learns two routes with different NH towardseach prefix. We have
shown that the presence of NH diverse routes enables to significantly reduce the
switch-over time upon the failure of an ASBR or inter-domainlink. Sub-second
switch-over time can be achieved.

We propose an algorithm that relies on an initial iBGP route reflection topology.
Our algorithm adds a few iBGP sessions to some border routersof the domain,
without compromising the correctness of the iBGP topology.Finally, we achieve
our NH-diverse goal by leveraging the “best-external” option available on routers.

We evaluated our approach on two different networks, a research and an ISP net-
work, and compared it to conventional iBGP topology designs. In the ISP network,
between0.6% and1% of the total number of sessions contained in a full-mesh are
added to conventional iBGP topology designs. Moreover, thenumber of routes that
have to be stored on average by the routers with our approach increases marginally
compared with the conventional iBGP topologies. On average, it is far lower than
would be the case under a full-mesh. Our work shows that providing NH-diversity
from design lead to a scalable solution, hence should be considered by ISPs today.

We believe that in the long term a new mechanism for the redistribution of the BGP
routes in the AS will be developed and adopted by operators. Such a mechanism
would ensure NH diversity and correctness of the redistribution without requiring
careful design and configuration tasks from the operator.
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