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BGP distributes prefixes advertised by Autonomous Systems (ASes) and computes the best paths between
them. It is the only routing protocol used to exchange interdomain routes on the Internet. Since its original
definition in the late 1980s, BGP uses TCP. To prevent attacks, BGP has been extended with features such as
TCP-MD5, TCP-AO, GTSM and data-plane filters. However, these ad hoc solutions were introduced gradually
as the Internet grew. In parallel, TLS was standardized to secure end-to-end data-plane communications.
Today, a large proportion of the Internet traffic is secured using TLS. Surprisingly, BGP still does not use TLS
despite its adequate security features to establish BGP sessions. In this paper, we make the case for using a
secure transport with BGP. This can be achieved with TLS combined with TCP-AO or by replacing TCP by
QUIC. This protects the BGP stream using established secure transport protocols. In addition, we show that a
secure transport using X.509 certificates enables BGP routers to be securely and automatically configured
from these certificates. We extend the open-source BIRD BGP daemon to support TLS with TCP-AO and QUIC,
to handle such certificates and demonstrate several use cases that benefit from the secure and automated
capabilities enabled by our proposal.
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1 Introduction
The Internet protocols were originally designed without strong security requirements. Remote ter-
minal access was done using telnet or rsh over plaintext TCP connections, which were vulnerable
to eavesdropping and other types of attacks until the development of ssh in the late 1990s [101].
File transfers using the FTP protocol or email using SMTP, POP or IMAP also relied on regular
TCP connections. These TCP applications gradually adopted TLS [33, 70] after the release of the
first version of the Transport Layer Security specification [3]. The same was true for HTTP, which
adopted TLS in May 2000 [76]. Today, measurements show that only a tiny fraction of websites
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does not support HTTPS [30]. This is largely due to the Let’s Encrypt initiative, which provides
free TLS certificates [1], making TLS the default for Internet communications. Recently, the IETF
standardized the QUIC protocol [49], which provides stronger protection than TCP over TLS. QUIC
has already been adopted by several application-level protocols including HTTP/3 [11] or DNS [45].

Internet routing protocols are less vulnerable to eavesdropping than application layer protocols
such as HTTP or SMTP because they are mainly used on controlled point-to-point links. Hence,
they faced fewer incentives to adopt solutions to encrypt the information exchanged between
routers. The IETF routing working groups have mainly focused on authenticating the routing
information exchanged between routers, using hash-based techniques to authenticate packets
[28, 40, 56]. Current best practices for securing the transport of the Border Gateway Protocol (BGP)
combine these per-packet authentication schemes [40, 95] with various data-plane filters [26] and
the Generalized TTL Security Mechanism (GTSM) [73]. From an operational point of view, the
main difficulty with hash-based packet authentication techniques is the distribution of the required
authentication keys. Ideally, these keys should be changed periodically for security reasons [8]. In
practice, they are usually manually configured on the routers and rarely changed, especially for
sessions between routers managed by different operators.

Researchers proposed many techniques to secure interdomain routing. Detailed surveys [18, 48]
have compared different approaches. S-BGP [54], one of the first extension to secure BGP has been
very influential to improve interdomain routing security. It assumed that BGP sessions would be
established over IPSec tunnels to prevent packet injection attacks and extended BGP to enable
ASes to sign their BGP Updates. Unfortunately, when S-BGP was proposed in the late 1990s, it
required too much CPU and memory [55]. Operators and vendors did not consider it as a deployable
approach. The ideas proposed in S-BGP influenced the design of BGPsec [58] and the Resource
Public Key Infrastructure (RPKI) [57]. It is currently used to cryptographically sign a prefix to ASes
that are authorized to advertise it. However, as of May 2024, its deployment is still slow, with 50%
of Internet prefixes that are still not protected [25]. Other extensions to RPKI are currently being
discussed within the IETF, such as ASPA [6].
Thanks to the widespread adoption of TLS by servers, CPU vendors have added dedicated

instructions to directly support encryption and authentication with very little impact on CPU
performance. In this paper, we explore the benefits brought by BGP over a secure transport
(BGPoST) such as TLS andQUIC. This paper complements the ongoing efforts to secure interdomain
routing with the RPKI and later BGPsec. While RPKI focuses on securing Internet resources, we
propose to secure the transport of BGP messages, that is, not the routing itself. We do not propose
any changes to the BGP protocol itself, making our approach simpler to adopt and deploy.

Contributions. This paper is articulated in two main contributions. The first contribution is the
use of a secure transport protocol for BGP, which we motivate in Section 2. We implement both
BGP over QUIC, and BGP over TLS on top of the BIRD open-source routing daemon (Section 3).
Our experiments show that BGPoST works and does not strongly impact BGP routers. Second, we
propose to extend X.509 certificates to autoconfigure routers. We design an architecture that allows
a provider to issue X.509 certificates and deploy them to its clients (Section 4). We present two
use cases that are directly enabled by BGPoST certificates. First, we implemented a mechanism to
dynamically fall back to a tunnel pre-established using BGPoST certificates when the connectivity
of one of the providers of a multi-homed stub fails. Second, we show that leveraging BGPoST and
BGPoST certificates can improve blackholing services (Section 5).
We end this paper by presenting some future directions that our approach opens for BGPoST

and BGPoST certificates (Section 6) and by concluding this paper (Section 8). The Appendix A
provides two additional use cases enabled by X.509 certificates. The first (A.1) enables a customer
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to dynamically adjust QoS rules on the provider side. The second (A.2) simplifies the configuration
of inter-AS anycast services.

Ethical considerations. This work does not raise any ethical concerns.

2 Securing BGP with TLS over TCP, or QUIC
The initial version of BGP [61] allowed for the use of any reliable transport protocol to exchange
messages. However, due to the prevalence of TCP support in routers at the time, TCP became the
de facto standard transport protocol for BGP. Subsequent versions of the protocol, including the
latest BGP4 version, continue to use TCP. As discussed in the previous section, TCP only no longer
satisfies the requirements of today’s networks. Remote peering is gaining popularity for connecting
to cloud providers and Internet eXchange Points (IXPs) [37, 63]. This method allows routers to
establish BGP sessions over the Internet with these entities. In practice, a remote peering reseller
provides the Layer 2 or Layer 3 network required to remotely access these sites. However, the
BGP session with the cloud provider or IXP is not secure as it is transiting through the reseller’s
network. Although IPsec has been used by network operators since the early 2000s, a survey [99]
we carried out in the summer of 2024 showed that only 6% of the operators who took part in the
survey were deploying BGP over IPsec. To increase the security of BGP traffic, it is reasonable to use
protocols such as TLS/TCP or QUIC. These protocols can provide the encryption and authentication
capabilities required to protect control-plane data. This section discusses the advantages of using a
secure transport protocol for BGP and the mechanisms required to support such a change.

Authenticating BGP routers. Authenticating and authorizing routers, and by extension, asso-
ciated BGP sessions, is a two-fold process. First, a router must be configured to accept BGP sessions
from authorized peer routers only. Second, a router must ensure that subsequent messages sent
over the authorized BGP session are still originated by their authorized peer router.
Currently, routers authenticate peer routers by their IP addresses. Hence, network operators

must configure their routers with Access Control Lists (ACLs) containing the IP addresses of the
authorized remote BGP routers. Any connection from an unauthorized address will be rejected.
BGP messages are then authenticated thanks to hash-based techniques such as TCP-MD5 [40] or
TCP-AO [95]. Furthermore, many BGP implementations allow dynamic BGP sessions. This feature
enables the router to listen for incoming BGP connections on an IP prefix instead of a unique IP
address. Once the remote BGP router has established the connection, the BGP router configures the
incoming BGP session on the fly. Compared to establishing a traditional BGP session, this approach
reduces the router’s configuration when peers change frequently. However, the BGP router must
trust the remote router as it has no way of identifying it in the prefix. This technique is safe in a
controlled environment, e.g., in the same local area network (LAN) of a single AS, where foreign
routers can hardly be introduced.

There are two types of TLS certificates used with TCP and QUIC: the classical server certificates
used by web servers and the client certificates. The latter, while optional, are typically used to
provide mutual authentication (mTLS) [78]. This scheme is often used to access governmental
services or banking services [72]. We leverage such certificates to ensure the mutual authentication
of BGP routers. In our approach, each router is provisioned with a unique certificate assigned by the
network operators. Then, each router can be configured with an ACL based on TLS certificates of
authorized BGP neighbors. The trust in certificates can also come from a Public Key Infrastructure
(PKI) [13] that ensures their validity. In both cases, this guarantees a more secure authentication
than the ACLs based on IP addresses or prefixes that can be spoofed. By using TLS certificates,
dynamic peering can be extended beyond the AS boundaries by including certificates from specific
ASes or dedicated routers in the router’s ACL. Note that these certificates do not necessarily need
to be provided by an independent certification authority. For iBGP sessions, the certificates are
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Fig. 1. BGP can interact with different transport protocols to send messages. Our approach supports TCP
(with TCP-AO), TCP/TLS (with TCP-AO), or QUIC. The padlock is the location where BGP data is encrypted,
and "AO" is the TCP-AO option used to authenticate TCP segments.

used by routers managed by a single network operator and a locally-maintained PKI is sufficient.
For eBGP sessions, we propose a mechanism to distribute certificates described in Section 4.
Countering BGP attacks with spoofed packets. BGP is vulnerable to attacks that force the

termination of a TCP connection [67]. Malicious data can also be injected to corrupt the BGP
session. With BGP over TLS, the session is still vulnerable to TCP-RST or FIN attacks as the TCP
header is not encrypted within the TLS header. Hence, the underlying TCP session must be secured
with TCP-AO or TCP-MD5. This requires adding a Message Authentication Code (MAC) field to
the TCP header to authenticate the TCP segment. The password can be negotiated manually by the
network operators or derived from the TLS handshake, as suggested by a recent IETF draft [74].
With BGP over QUIC, these attacks become almost impossible. To inject a packet in a QUIC

connection, an attacker needs to predict the current QUIC connection identifier. This is feasible
if the attacker is able to observe the connection packets, but peers can mitigate the attack by
regularly changing their connection identifiers [49]. A packet with an invalid connection identifier
is simply dropped. The next step for the attacker is to predict the packet number which is part of
the encrypted header. An attacker cannot easily determine this number even by capturing packets.
To inject data the attacker would then need to predict the encryption and authentication keys that
were negotiated using TLS 1.3 during connection establishment [77, 94]. Injecting QUIC packets is
thus much more difficult than injecting TCP packets. Furthermore, routers can still use techniques
such as access lists and GTSM [73] to restrict the packets that reach routers.

Figure 1 illustrates our unified architecture for the BGP protocol to interact with secure transports.
The QUIC protocol handles the authentication, encryption, and transport of BGP messages. In
contrast, when using TLS over TCP, the TCP layer manages the transport of BGP data and the
authentication of the TCP header with TCP-AO or TCP-MD5. The TLS layer handles the encryption
and authentication of BGP messages. In the figure, the padlocks are the location where BGP data is
encrypted, and the check mark indicates the authentication of TCP segments using TCP AO.

Summary.As detailed in this section, many techniques have been developed over time to improve
the security of BGP over a TCP connection. Table 1 summarizes the main security measures used to
secure the TCP session. Leveraging QUIC or TLS over TCP to achieve BGPoST efficiently replaces
all these techniques as they are “built-in” such secure transport sessions.

3 Prototyping BGPoST
Internet routing protocols are currently tightly coupled to their underlying transport protocols. For
example, BGP has been standardized to use TCP. We argue that Internet routing protocols should
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Security Feature Existing methods QUIC TLS/TCP
Enforcing 1-Hop sessions on adjacent links GTSM ✓ ✓

Router authentication Pre-configuring BGP sessions
by router IP addresses ✓ ✓

Preventing BGP packets spoofing TCP-MD5 or TCP-AO ✓ ✓ (w/ TCP-AO)
Protection of BGP stream (1-Hop or MultiHop) IPsec (or any encrypted tunnel) ✓ ✓

Table 1. Summary of current BGP security techniques built directly into QUIC or TLS/TCP.

be less dependent on the transport layer in the future and should negotiate the use of different
secure transport protocols. We modified the BIRD routing daemon (v2.0.10 for BGP over QUIC &
v2.14 for BGP over TLS/TCP) to allow network operators to select the transport protocol when
establishing a BGP session. BGP can now send messages using TCP, TLS over TCP, or QUIC.
The remainder of this section further describes the integration of TLS over TCP and QUIC

into BGP. We conclude by investigating the performance impact of replacing TCP with a secure
transport in Section 3.3.

3.1 Securing BGP with TLS and TCP-AO
Integrating a TLS library into a TCP application is often straightforward. This is also the case for
BGP. Instead of exchanging data directly from the TCP socket to the BGP session, we first pass it
through a TLS library. Our implementation uses the picotls library [91], which implements TLS
1.3. The integration is simple: whenever BGP needs to send data, we encrypt it first using picotls.
This encrypted data is then written to the TCP socket. To receive data, the process is similar: TCP
delivers it to the picotls library which performs decryption and passes the result to BGP.
Adding TLS into BIRD required a few modifications to the code due to its cross-platform archi-

tecture that can run on various operating systems, including Linux and BSD variants. BIRD has an
abstraction layer over the OS socket interface. This layer provides an API for all types of sockets.
When a routing protocol in BIRD requires a TCP connection, it uses the dedicated BIRD TCP socket
API to read and write data. Similarly, we integrated TLS into BIRD by adding a TLS abstraction
layer, enabling any routing protocol in BIRD to leverage TLS.

SYN
Key 0

SYN + ACK
Key 0

ACK + TLS
Client Hello

Key 0

Client Server
TLS

Server Hello
Key 0

TLS Finished
BGP Open
Key Client

BGP Open
Key Server

Fig. 2. Sequence diagram of TCP-
AO keys negotiation derived
from the TLS handshake.

This integration is the first step towards securing BGP. However,
TLS is still vulnerable to the injection of corrupted TCP packets into
the connection. When a TCP connection has been altered such that
the decryption of a TLS record fails, the TLS session is terminated
with an alert. In addition, when TCP RST packets are received, the
session fails and BGP routes are removed because the BGP session
is disconnected. To prevent these attacks, BIRD already uses TCP-
MD5 to authenticate the entire TCP segment. One may leverage
this authentication technique to secure the TLS session. However,
this approach is vulnerable due to the depreciation of the MD5
hash algorithm [97]. TCP-AO is available since version 6.7 of the
Linux kernel, offering more secure authentication algorithms and
more sophisticated key management than TCP-MD5 [92].

We modified BIRD to support TCP-AO negotiation for BGP. Our
implementation supports two modes. The first mode is the simplest, it allows the two BGP routers
to use a pre-shared key that must be manually added, just as the TCP-MD5 BGP implementation
does. The second mode, described in a recent IETF draft [74], enables automatic negotiation of
TCP-AO keys. By taking advantage of the TLS session, any implementation of this draft enables
TCP-AO keys to be derived from the secret established by TLS.
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The principle is illustrated in Figure 2. When the TCP client sends the SYN message, the TCP
segment is signedwith a default TCP-AO key. If the server respondswith an authenticated SYN+ACK
with the same key, this means that both endpoints support TCP-AO. From this point on, the TLS
handshake takes place. When the TLS handshake is complete, routers derive the TCP-AO keys to
be used. In total, two symmetric keys are used. The first is used by the client to authenticate its
messages, and the second is used by the server. The server checks that the messages have been
authenticated with the “client” key and the client does the same, checking that the TCP segment
has been authenticated with the “server” key. Once the TLS handshake is complete, the rest of the
BGP conversation is authenticated by TCP-AO.

3.2 Securing BGP with QUIC
QUIC [49] is a protocol that runs on top of UDP. Currently, a largemajority of QUIC implementations
are user-space libraries that applications can use to exchange data over the network. For our
prototype, we opted for the picoquic implementation [44]. It includes a broad range of features
defined by the QUIC standard [49] and related extensions. Given its extensive range of features,
picoquic presents a suitable choice for researchers and developers willing to experiment with the
latest extensions of the QUIC protocol.

Integrating picoquic into BIRD is challenging due to the asynchronous nature of the picoquic
API. When data is passed to the picoquic API, a callback function is required to handle the event
after the data has been received and decrypted by the QUIC library. Integrating this library directly
into BIRD would require a redesign of the BIRD I/O loop. Currently, the BIRD I/O loop uses the BIRD
abstraction layer but keeps a traditional “socket” approach, using functions such as write, read
and listen. This architecture is not compatible with callback functions as required by picoquic.
To simplify the interaction between BIRD and picoquic, we created a socket API overlay on top of
picoquic that fits this socket approach while also providing a uniform interface to QUIC libraries.
As QUIC libraries have custom APIs, which can vary from one implementation to another, changing
QUIC implementations usually requires rewriting the application code to adapt to these differences.
However, with our approach, implementing the socket API overlay for the new QUIC library is
sufficient to integrate it seamlessly into routing stacks. Our QUIC socket API is composed of 4737
lines of C code (LoCs) and supports picoquic [44] and msquic [64] partially.
We integrated the socket API into the BIRD [22] routing stack, thereby making it available to

all the routing protocols that the stack supports. Embedding our QUIC socket API is easy and
only requires adding a few lines of code to BIRD as it follows the BSD socket interface approach.
Abstracting QUIC through a socket API is a deliberate decision to minimize modifications to the
BIRD code base, with 759 LoCs required to support our QUIC socket API. Recent research show-
cased the flexibility of this socket API by porting OSPF over QUIC [82], then leveraging QUIC
features with OSPF.

3.3 Performance Considerations
We evaluate the performance of our BGPoST implementations with a specific experimental setup.
Our evaluation does not consider an in-depth analysis on how our implementation performs but
rather give confidence in the soundness of our new approach.
First, to build network topologies, we use emulation to limit the number of physical machines

deployed per experiment. To minimize the measurement noise and other disturbances that can be
generated by emulation on a single machine, we exploit the following features offered by the Linux
kernel. First, we create a new network namespace (netns) per emulated router to ensure that each
node has its own network stack. Second, we isolate each emulated node on its own dedicated core
on which we pin a BIRD process. With the kernel arguments isolcpus and nohz_full [93] we
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force the kernel scheduler to use other cores to run user-space processes. Finally, we use virtual
Ethernet pairs to communicate between the different network namespaces. Bandwidth and latency
are configured on links with tc, for which we set a 15ms delay and a bandwidth of 1Gbps.

The Linux kernel version we are using is v6.7.0, running Debian 12 on a server with four AMD
Opteron™ 6176 2.3GHz CPUs and 48 GB RAM. We deactivated the Simultaneous Multithreading
(SMT) to limit process competition on a given CPU core.

BGP route propagation time. We evaluate the time required to propagate a prefix in the
topology composed of a line of 10 routers, as depicted in Figure 3. Routes are advertised every
50ms by an ExaBGP node, which is directly connected without delay to R1. The methodology is as
follows: ExaBGP announces a route to R1 (1), R1 propagates the route to R2, and so on up to R10
(2). Finally, R10 sends the route back to R1 (3). We then calculate the time elapsed between the
moment the route is received from ExaBGP on router R1 and the moment it is re-announced by
R10 to R1. This gives an estimate of the propagation time required per route. Figure 5 illustrates
this time distribution as a function of the transport layer used.
For the baseline configuration, BGP uses a TCP session on all routers in the topology. In this

scenario, the median prefix propagation duration is 151.6ms. Since this particular topology has a
fixed delay of 150ms, propagating a BGP update message through the ten routers takes a median
of 1.6ms. When TLS is used, the propagation time slightly increases to 151.9ms because of the
encryption of BGP messages. Authenticating TCP segments with the TCP-AO option also increases
the propagation time of BGP messages. However, this is rather negligible as it adds a median of
0.4ms to the total propagation time when using plain TCP or TLS over TCP to compute and verify
the signature. When propagating routes over BGP sessions using QUIC, the added propagation
overhead increases more significantly while the total time remains acceptable, reaching 153.8ms.
There are several explanations for this increase. First, QUIC implementations are not yet as optimized
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as TCP implementations. Second, as QUIC is a user-space protocol, all transport logic is located in
user-space hence increasing the number of context-switches during data processing, while TCP and
TCP-AO mostly happens in the kernel. Third, our integration of the socket API is not optimized
yet, inducing many copies of the data made before reaching BIRD for BGP message processing.

BGP convergence time. The previous experiment demonstrated the performance of BGP with
multiple transport layers under normal operating conditions, i.e., when BGP processes a small
number of messages per second, as it would do on the Internet. Now, we evaluate how a router
reacts during a cold start by feeding it with a full routing table. We verify that it can handle such a
large number of routes, although this is a rare event in the life of a router.
To this end, we create a network topology (illustrated in Figure 4) with four routers named

Injecter, R1, R2, and Monitor. The Injecter is fed with a full routing table from a RIPE RIS snapshot
of rrc01 dated on the 15th of November 2023 at 11.15 AM [81]. The Injecter selects the best routes
from rrc01 before sending them over a BGP-TCP session to R1. In total, 991k IPv4 routes and
200k IPv6 routes are sent to R1. Before the experiment, all routers run BGP. The Injecter (running
GoBGP) has been fed with the RIS snapshot. All BGP sessions are set up except the one between
the Injecter and R1. We wait for the other sessions to converge and the Injecter to load the RIS
snapshot. Then we start the BGP session between the Injecter and R1. The Injecter sends routes to
R1. When R1 receives the routes from the Injecter, it propagates them to R2, and then R2 sends
the routes to the Monitor. The Monitor is connected to R2 through a BGP-TCP session and logs all
BGP update messages received. Routers R1, R2, are configured to establish a different transport
depending on the experiment.

We measure the convergence time under stress, i.e., the time needed to propagate the full routing
table from the Injecter to the Monitor. Figure 6 reports the time required to process the full routing
table coming from the Injecter. As expected, the time required to converge upon the transmission
of a full feed is larger than the propagation of routes in isolation. When looking at BGP secured
by TCP-AO, TLS and their combination, the convergence time increases due to the processing
required to protect the BGP messages; However, we argue that the scale of this increase does not
significantly affect the functioning of a BGP router. The convergence time when using BGP over
QUIC is slightly better than over TLS. One possible explanation lies in the code architecture. In the
case of QUIC, the socket API is designed to collect several BGP messages that will be encrypted in
one API call. In contrast, in our TLS implementation, when BIRD generates a BGP message, it is
immediately encrypted by picotls without any attempt to batch multiple messages before calling
the encryption API. As a result, this API is called more frequently for picotls than for QUIC. An
analysis using the Linux perf tool showed that the TLS implementation spend around 50% more
CPU cycles than the QUIC implementation within the cryptographic API.

BGP is ready to adopt secure transport protocols. Our experiments demonstrate that using
a secure transport layer does not significantly increase the propagation and convergence times of
BGP compared to a classic TCP session. We argue this is an acceptable cost given the additional
security benefits provided by QUIC and TLS over TCP. When BGP was first used, akin to HTTP,
SMTP, IMAP, and FTP, security was not a main concern. However, over time, all these protocols
except BGP have been modified to support an additional protection layer, despite its impact on
performance. While improving our prototypes could alleviate some of the overhead we measured,
we argue that the use of TLS within Internet protocols is considered acceptable from a performance
viewpoint. As the adoption of TLS with HTTP has increased without major performance concerns,
we expect the same for BGP over TLS or QUIC, especially since most routers have now hardware
with cryptographic instructions offload to dedicated hardware [21].
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Fig. 7. A network operator can request an X.509 certificate
from its provider. It is automatically generated with the client
options. The client operator installs it on its router. The router
then establishes a BGP session over QUIC or TLS. The certifi-
cate is sent to the provider router, which extracts the configu-
ration it contains and applies it to this BGP session.

I s s u e r : C = Country , ST = S t a t e ,
L = City , O = Organ i z a t i on

S i g n a t u r e Algor i thm : ED25519
. . . .
X509v3 e x t e n s i o n s :
[ Some f i e l d s omi t t ed ]
X509v3 S u b j e c t Key I d e n t i f i e r :

3C : 2 9 : FE :DB : . . . .
X509v3 S u b j e c t A l t e r n a t i v e Name :

DNS : r t r 1 . r t r , IP Address : 2 0 3 . 0 . 1 1 3 . 5 6
X509v3 Router c o n f i g u r a t i o n s e c t i o n :

' { " p r e f i x e s " : [ " 2 0 3 . 0 . 1 1 3 . 0 / 2 4 " ,
" 1 9 8 . 5 1 . 1 0 0 . 0 / 2 4 " ,
" 1 9 2 . 0 . 2 . 0 / 2 4 " ] } '

Listing 1. Example of a simplified X.509
certificate containing a list of prefixes that
a customer AS is allowed to advertise to its
provider.

4 Beyond securing the transport of BGP Messages
As discussed in the previous section, securing the BGP transport with protocols such as QUIC and
TLS over TCP enables the mitigation of well-known security risks identified for BGP, without the
complexity of additional separate solutions reported on Table 1. In addition, the use of TLS can go
beyond basic router authentication and data encryption to counter attacks at the transport layer.
During the TLS handshake, routers exchange certificates to verify their identities, then establish
the BGP session. Although certificates are primarily used to authenticate routers, they can include
other fields for various purposes [41]. We propose to extend X.509 certificates to include
router configuration data. We name these BGPoST certificates when they are combined with
BGP over a secure transport. Before detailing the configuration added to X.509 certificates, we first
remind how eBGP sessions are currently established with a simple example. When a provider AS
establishes an eBGP session with a customer AS, the provider’s network operator usually configures
an import filter [87] ensuring that the customer only announces its own prefixes, or the prefixes of
its own customers. Many operators configure these filters manually based on the Internet Routing
Registry (IRR) databases. However, adding these filters on a per-eBGP session basis on each router
is cumbersome. While tools such as bgpq4 [86] can generate access-lists based on IRR data, the
provider’s network operator has to push the generated configuration on their routers. Instead, we
propose to move this kind of configuration data to the client side using BGPoST certificates. The
rest of this section further describes the benefits of using BGPoST certificates between two routers
to exchange additional configuration information.
Configuring eBGP Sessions with BGPoST certificates. To enable a BGP session between

two routers belonging to different ASes, network operators need to manually configure the peering
routers with the AS number of the peer, its IP address, the export and import filters that need to be
applied, etc. The configuration of these BGP sessions can be complex and error-prone [62, 69, 90].
We propose to leverage the X.509 certificates exchanged by routers during the BGPoST session
establishment. The X.509 certificate format [13] is flexible enough to embed additional information.
Furthermore, such certificates [13] are largely used on the web with HTTPS and to secure VPN
tunnels, e.g., using OpenVPN [29] or IPSec [35].
We propose a new paradigm where X.509 certificates embed router configuration so that BGP

sessions can be automatically configured upon secure transport session establishment. Figure 7
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illustrates this new workflow for the simple example mentioned earlier. First, the customer requests
a certificate through the “Provider Certificate Generator”, which can be a web portal or a REST
API. Through this portal, they fill in the prefixes that will be announced. The portal automatically
verifies that the prefixes belong to the customer by consulting the Internet Routing Register (IRR),
the RPKI or other databases. The portal enables the customer to select a configuration template
that has been validated by the ISP [39] but where the customer can specify some parameters like IP
addresses, QoS configuration, access lists, etc. This increases the flexibility of the customer network
by influencing the configuration of the provider. The customer can still configure its BGP routers
as it wishes. The portal generates a certificate that the customer installs on their router. In this
simple example, the portal extends the X.509 certificate with a field listing all the prefixes that the
customer is authorized to advertise. An example of such a certificate is shown in Listing 1. We chose
a JSON representation in our prototype as it is machine-readable and flexible, but other serialization
formats could also be used. Finally, the client router initiates a secure transport session towards the
provider router. Upon validation of the certificate, the provider router extracts the configuration,
e.g., the filter list, and automatically configures its BGP session, e.g., adding the import filter. The
same approach can be applied to configure QoS, e.g., prioritize some IP addresses over others,
firewall filters and many other tweaks that customers often request from their providers. Operators
should agree on YANG [12] models that strictly define the configuration parameters allowed in
certificates. Then, routers must validate that the embedded configuration respects the YANG model
before applying it.

This solution also allows reconfiguring existing BGP sessions. For example, when a new prefix is
assigned to the customer, it can simply request a new certificate from its provider and restart the
BGPoST session using this new certificate. Note that thanks to the BGP graceful restart (GR) mecha-
nism [75], it is possible to restart the BGP session and change the TLS certificate without impacting
the forwarding of data packets. Of course, a GR implies a reconvergence of the control plane and
thus should ideally be performed during maintenance hours. While our current architecture does
not modify BGP, the protocol could be further extended to avoid the use of GR by adding a new
type of BGP message to exchange the new X.509 certificate without restarting the BGP session.
This modification and the evaluation of its impact is left for further works. Operators may request
in advance a set of certificates, each covering a different configuration profile. Depending on the
state of the network, they can use the one that suits them best.
Securing BGP configuration embedded in X.509 certificates. When a provider sends a

certificate to its client, the configuration it contains is exposed as well. A provider may want its
internal configuration to stay private. To do so, a provider can encrypt it in two ways.
First, when the configuration is only used to configure a single router, e.g., a router of a stub

network, the provider can encrypt the configuration with a symmetric key known only within its
AS. Therefore, the client using the certificate will not be able to see the details of the configuration,
which is protected in the event of a certificate leak.

Second, when our proposal is used to configure both routers of a peering session, the provider
part can still be encrypted with a symmetric key, while the client part of the configuration can be
encrypted with a public key provided by the client. In this situation, the client is the only party able
to decrypt the configuration stored in the certificate for its router. In both cases, the privacy of the
peering policy is enforced by encryption and none of the configuration is readable by third-parties.
Note that when customer ASes request their provider to configure their routers, they have to
consider the provided configuration. On the other hand, the customer routers are free to ignore
the local configuration from the certificate if the operator has not requested such service from its
provider.
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Provisioning BGPoST certificates for ASes. Using certificates to secure the transport layer
of BGP introduces operational concerns regarding their distribution. First, ASes must develop
some form of trust to accept certificates issued by external actors, and to leverage them for mutual
authentication. Second, failing to provide a certificate can prevent the establishment of BGP sessions.
Multiple approaches are possible to address these concerns, but each has drawbacks.

RPKI is the current trust source for BGP as it authenticates Internet resources such as IP prefixes
or Autonomous System Provider Authorization (ASPA). On the one hand, this infrastructure is not
usable to distribute certificates authenticating BGP routers as it only certifies Internet resources, not
identities [15, 57]. On the other hand, RPKI is an orthogonal but complementary security measure
to our proposal. Our vision is to secure the transport of BGP messages thanks to TLS as discussed
in this paper while RPKI authenticates the Internet objects exchanged in BGP messages.

One could conceive using the current Web PKI to issue and distribute TLS certificates. Services
such as Let’s Encrypt rely on specific protocols, i.e., ACME, to automatically generate free certificates
on demand. ACME proposes three challenge types to validate the identity of the certificate requester
by querying (i) an HTTP server, (ii) a TLS server or (iii) a specific DNS record. These challenges
aim at validating the requester ownership of the domain name authenticated by the certificate. This
implies that BGP routers should be identified with DNS records. One could imagine defining a new
kind of DNS records specific for that usage. While this approach could work for plain BGP over TLS,
it still presents major drawbacks. First, it assumes that functional routing is established to contact
external services and that DNS is deployed and functional. Those are very strong limitations
as we are discussing the distribution of TLS certificates to configure BGP sessions, which are
themselves required to establish functional routes and access to the DNS. Second, these solutions
are extremely centralized, leading to severe security concerns. If one of the main actors of the Web
PKI is compromised, BGP sessions will no longer be reliable and global routing could collapse. We
argue this goes against the decentralized nature of BGP, putting too much power in the hands of
very few actors. While relying on the Web PKI is technically feasible, and could be sufficient for
some ASes, we advise operators not to adopt this approach.
Instead, we recommend network operators to develop mutual trust without depending on a

third party. To that end, each AS should host its own Certificate Authority, independent of the
Web PKI, and form a private PKI with other ASes. Operators already deploy PKIs to handle IPSec
certificates [20], mutual TLS (mTLS) for VPNs [34], network access with 802.1x (EAP-TLS [84]), etc.
Hence, this should not represent a dramatic investment.

5 Configuring remote BGP services with BGPoST certificates
The use of certificates is not restricted to solely configuring direct BGP sessions as explained in
Section 4. By embedding the router configuration in certificates, they also open up new possibilities
for configuring secure remote peering sessions, allowing providers to offer new services to their
customers. This section presents two use cases for a remote AS to provide services using certificates.
The first use case (§5.1) considers a multihomed network that can automatically fall back to another
provider link when one of its primary inter-AS links fails. The second use case rethinks the way
blackholing is currently performed on the Internet (§5.2). Our solution guarantees the security of
the blackhole request through certificates and a secured BGP session.

Due to space constraints, this paper focuses on the remote peering services enabled by embedding
configuration data in certificates. We have developed other use cases on top of certificates that are
described in Appendix A. It discusses changing the QoS rules of a provider without coordinating
with neighboring operators (§A.1), and simplifying the deployment of inter-AS anycast services
(§A.2).
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5.1 Resilient IPv6 Multihoming
In 2023, stub networks represented 84% of the ASes connected to the Internet [46]. Stub ASes are
often multihomed for redundancy and resiliency. A multihomed stub can use Provider Independent
(PI) or Provider Aggregatable (PA) IP prefixes. Most stubs use PI IPv4 prefixes today, following the
historical allocation of IP prefixes [43]. With PI prefixes, a multihomed stub advertises its prefixes
to its providers. This contributes to the growth of the BGP routing tables, especially when the stub
has been allocated IP addresses from different blocks. Furthermore, additional BGP messages must
be exchanged when a link fails for BGP to converge.

A better approach from a BGP scalability viewpoint is using Provider Aggregatable IP addresses.
PA addresses are rarely used with IPv4, but they are proposed for IPv6 [7]. With PA addresses,
a stub connected to two providers, e.g., AS1 and AS2, receives two different IPv6 prefixes. As an
example illustrated by Figure 8, a stub can be allocated p1:1234::/48 from AS1 and p2:5678::/48
from AS2. The stub advertises p1:1234::/48 to AS1 and p2:5678::/48 to AS2. However, these
two providers do not directly advertise the prefix announced by their customers. Each AS simply
advertises its allocated prefix, e.g., p1::/32 for AS1 and p2::/32 for AS2. From a BGP viewpoint,
this approach scales much better as only transit ISPs advertise large IPv6 prefixes using BGP. It
brings additional benefits in terms of route diversity [23].

However, this approach has one important drawback. When the connection between the stub AS
and one of its providers fails, the IP addresses part of the prefix allocated by this provider become
unreachable. There are two existing solutions to cope with this problem. In the first solution,
one IPv6 address can be allocated per provider to each host inside the stub AS. When one of
the providers fails, the other address remains reachable. Multipath transport protocols such as
Multipath TCP [32], SCTP [71] and Multipath QUIC [60] can maintain communication. When the
two address are reachable, the hosts can use both addresses. Unfortunately, these protocols are not
widely deployed and thus cannot be considered as universally usable today. In the second solution,
a stub AS, e.g., AS3, can advertise the IPv6 prefix allocated by AS1 to AS2 when its link with AS1
fails. This requires a special configuration of the routing policies of the provider ASes which is
difficult to maintain for network operators. In addition, this increases the size of the global routing
table.

To offer a resilient multihoming that also works with PA prefixes, we propose a simpler approach
that maintains connectivity when a link with a provider fails. The approach does not require any
BGP advertisement nor increase the size of the BGP routing tables. It assumes that the IP addresses
used on the peering link between a provider and its customer are part of the prefix advertised by
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the provider. This is a common practice among operators. For example, the BGP security guidelines
concerning IXP subnets recommend using a routable prefix for the IXP LAN [26].
We propose to create an interdomain protection tunnel between the border routers of the stub

and the provider. This tunnel is configured to pass through the second provider. This is illustrated in
Figure 8 where AS3 is a stub connected to two providers: AS1 and AS2. In the event of a link failure
between AS3 and AS2, packets from and to addresses of AS3 allocated by AS2 are re-routed through
a pre-configured backup tunnel. Using provider addresses at the end of the tunnel in AS3 ensures
that no routing loops will appear when the backup tunnel is used. This requires that the address is
globally routable, as well as the address of the tunnel endpoint in AS2, which is not unusual [2].
This tunnel ensures the continuity of the BGP session and the availability of the customer’s PA
prefix. However, when configured manually, this solution is not practical for operators.

With certificates, these tunnels can be configured automatically. To achieve this, the certificate
installed on AS3 and sent to AS2 during the BGP session establishment contains the required
information to set up a data plane tunnel, such as a Generic Routing Encapsulation (GRE) tunnel [59].
This certificate is generated by AS2 and contains configuration statements to configure both ends
of the tunnel, on the border routers of AS2 and AS3. When their link fails, the routing session
detects this, e.g., with BFD, and migrates the control and data plane packets through the tunnel
pre-configured by this certificate. All existing flows can continue through this tunnel. In addition, as
the BGP session is maintained in the tunnel, no BGP Withdraw nor Update are sent to the Internet.
Proof of concept. To demonstrate and test the feasibility of this approach, we set up a client

node in the stub network and a server node in the provider network as depicted in Figure 8. The
stub and provider establish a BGPoST session. The exchanged certificate contains instructions for
creating the two endpoints of the backup tunnel. It instructs the router of AS2 to create the tunnel
using a different interface than the one directly connected to the customer. The certificate also
configures the endpoint on the stub router in the same manner. Once the TLS session is established,
the BGP session begins, and AS3 starts announcing its prefixes to AS2. Then, the client launches
an iPerf3 test towards the server. After five seconds, we simulate a link failure by performing an
administrative shutdown on the main link. When the customer router detects a “link down” event,
data plane traffic and the BGP session migrate to the backup tunnel. We configured the one-way
latency of the backup tunnel to 30 ms, and we repeated the experiment 30 times.
Our results report that the iPerf flow seamlessly migrates from the AS2-AS3 link to the backup

tunnel with a median interruption time of approximately 62.19 ms. Considering the 30 ms one-way
delay we configured, 32.19 ms are needed for the stub and provider routers to detect the failure
based on the reaction times of the Linux kernel and BIRD, and migrate the routes through the
tunnel. Other approaches using BFD or a fast reroute technique would reduce the duration of
this downtime, but this experiment aimed at demonstrating the configuration flexibility that a
certificate can provide for multihomed stubs.

The solution presented in this use case only prevents link failures between the routers of the two
ASes. However, it can be extended to protect against router failures by creating additional backup
tunnels. This would require different routers in the fallback remote AS. This extended solution is
beyond the scope of this paper.

5.2 Improved Blackholing Service
BGPoST certificates can also improve Remote-Triggered Black Hole (RTBH) services [96]. RTBH is
a method altering BGP tables to counter Distributed Denial of Service (DDoS) attacks targeting
client networks, such that the unwanted traffic is dropped before reaching the target hosts. Some
operators or transit providers provide this blackholing service for their customers, as illustrated
in Figure 9. When a client AS detects a DDoS attack and wishes to block all packets coming
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from a specific provider towards the target address under attack, it informs the provider AS by
re-announcing the corresponding route with a special BGP community. This requests the trigger
router to insert a special route on the border routers of the provider to drop packets towards the
prefix under attack. This solution is widely used, but researchers have shown that it suffers from
several problems [68] because such blackholing requests are not authenticated [65]. First, BGP
routes can be inadvertently or maliciously manipulated [5, 19]. Second, a third party AS can trigger
such remote blackholing for particular prefixes [88]. Using these two vulnerabilities, an attacker
could blackhole a given prefix. Also, an experiment we performed on the Internet revealed that
some ASes filter BGP communities, making the use of BGP communities not the best choice to
implement RTBH across the whole Internet.
Using BGPoST certificates, we propose a new method for providers to support RTBH filtering.

Instead of extracting RTBH information from received BGP communities, a provider can provide
RTBH service to any AS even when they are not directly connected. Using the certificate generated
by the provider, the client can authenticate itself to them and request RTBH. Consider a Tier-1
provider that carries significant traffic and wants to support RTBH. It can provide X.509 certificates
to customers to later establish a secure remote BGP session. The certificate serves two purposes.
First, the certificate authenticates the remote customer to the Tier-1’s network, such that its BGP
routers only accept BGP sessions using certificates it has issued. Second, the Tier-1 provider includes
configuration data in the certificate, such as BGP import filters. They restrict the prefix that the
client can send, such that they can be blackholed. When generating the certificate, the Tier-1
provider validates the legitimacy of the client prefix for blackholing. To do so, the Tier-1 ISP can
check that the prefix is valid using the Route Origin Authorizations (ROAs) object of the Resource
Public Key Infrastructure (RPKI). ROAs are cryptographically signed objects that certify whether a
prefix is authorized to be advertised by an AS.
During an attack, the client initiates a BGP session towards the Tier-1 certificate using the

provided certificate. Any route announced on this BGP session that are accepted by the import
filters in the certificate are then blackholed. The blackhole lasts until the client removes the
advertisement from the BGP session or the session ends.

The advantage of this advanced RTBH is that blackholing can be requested closer to the source
of the attack and not only to immediate AS peers. Unlike traditional RTBH, the traffic can be
selectively dropped in multiple AS simultaneously. In cases where the victim AS is not aware of
the origins of a DDoS, it can leverage services such as Cymru [4] that offers global RTBH. Multiple
providers have established BGP sessions with Cymru, which acts as a broker when it receives a
RTBH request, i.e., it distributes the request to the connected ASes. Our solution may be used to
secure the initial RTBH request towards Cymru, then to secure the requests between Cymru and
the remote providers.

Proof of concept. To demonstrate our improved RTBH service, we performed some tests on the
Internet. We set up two BGP routers, one located in Virginia, United States, and the other connected
to our provider in Belgium, which acts as a trigger router.

From our BGP session with the router in Virginia, we advertise an IPv4 prefix with a community
that indicates a black hole for the BGP router in Belgium. We choose to create the BGP peering
over two different continents so that the BGP messages traverses multiple BGP peers and multiple
ASes on the path between the trigger router and the router advertising the black hole route.

We evaluate two techniques. In the first one, named “Classic Blackhole”, we use the traditional
hop-by-hop BGP session. In this configuration, each router announces the blackhole request to its
neighboring BGP routers until the message reaches our BGP router in Belgium. This method is
not secure as the BGP message passes through untrusted routers. However, it serves as a baseline
to compare with our proposed solution. The second one, “Dynamic Secure Blackhole”, presents
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our improved RTBH variant. When a DDoS attack is detected, the router in Virginia establishes a
secure multi-hop BGP session using our prototype directly with our BGP router in Belgium.

This direct connection ensures that the advertisement remains secure and eliminates the need to
propagate the blackhole route through multiple BGP routers. Unlike the traditional RTBH, this
secure session avoids the intermediate BGP routers.

For the classical solution, we measure the time needed to propagate the BGP update hop-by-hop
over BGP sessions between the two BGP routers. For the dynamic solution, we measure the time
taken to establish the remote BGP session (i.e., starting from the first SYN or QUIC initial packet)
until the BGP update is received. With classic RTBH, the median time to advertise the route is
1.59 s, whereas, with the dynamic solution, it takes 0.39 s to establish the secure BGP session and
announce the black hole. We also observe that the dynamic solution is more stable than the classical
one with values varying from 0.39 s to 0.42 s (dynamic) and 0.8 s to 3 s (classical). Indeed, the
variance is smaller with fewer BGP routers processing the update in our approach. An outlier we
observed for the classical approach had a propagation delay of 30 seconds. These delays can be
explained by the use of timers such as MRAI [27, 36, 89] or by a greater influx of routes received by
intermediate BGP routers, slowing down the propagation of the BGP update for our prefix.

6 Discussion
In Section 5, we demonstrated two new features enabled by BGPoST certificates. We believe that
using QUIC or TLS over TCP as the transport layer of routing protocols can bring additional benefits
to distributed routing protocols. Our current prototypes are a first step towards this goal. They
open new directions for researchers, network operators, and eventually the IETF. We discuss some
of these directions in this section.
Transitioning from BGP over TCP to BGPoST. During the transition to the use of secure

transport, there will indeed be a period during which some routers will use TCP and others will
be also capable of using TCP/TLS or QUIC. The operator will have the choice of what to do with
unsecured BGP sessions. It is akin to the RPKI/ROV problem, in which some prefixes are still not
protected by the ROA. The operator can accept or refuse prefixes that are not protected by an ROA.
They can also choose to apply a similar policy regarding BGP over TCP. Note that leveraging TLS
is sufficient to enable BGPoST, i.e., it only depends on plain X.509 certificates and does not imply
embedding router configuration within them.
Semantics for BGP configuration inside X.509 certificates. On the other hand, BGPoST

is required to use BGP router autoconfiguration with X.509 certificates, but network operators
can use it without autoconfiguration in X.509 certificates. Once the vast majority of routers have
adopted BGPoST with traditional X.509 certificates, some operators can offer their customers the
use of X.509 certificates to automate the creation of BGP sessions. Our BGPoST prototype uses
QUIC or TLS to exchange X.509 certificates which can distribute prefix lists, filters and other types
of information in some of their fields. Network operators and the IETF should discuss and agree on
semantics defining the information exchanged inside certificates. These certificates could carry
different types of information, from prefix lists to traffic engineering requirements. The use of
YANG models [12] could serve as a starting point for defining a standard representation of the
actions and information that can be included in the certificate.

Optimizing TCP-AO when combined with TLS. Currently, TCP-AO authenticates the entire
TCP segment, while TLS only authenticates the TCP byte stream. However, when TLS is used, the
TCP header remains the only exposed and vulnerable part to attacks. To improve this, TCP-AO could
be modified to solely authenticate the TCP header. This may reduce the CPU cost of authenticating
TCP segments.
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7 Related Work
The use of QUIC and TLS in BGP. The IETF has started to work on using QUIC to carry BGP
messages [79, 80]. Our implementation of BGP over QUIC is partially aligned with this effort. At
the time of writing, after discussion with the draft authors and to the best of our knowledge, we
are the first to have an implementation of BoQ. The use cases described in this paper go beyond the
current IETF discussions. In parallel, another IETF draft has been proposed to secure a BGP session
using TLS on top of TCP [100]. Our implementation of BGP over TLS is consistent with this draft.

Securing BGP messages. Our prototypes of BGP over QUIC and TLS secure the transport of a
BGP session such that an external attacker cannot inject BGP messages. Another paper also focused
on encrypting BGP messages by directly modifying the protocol itself [85]. Their contribution
heavily modifies the functioning of BGP and the message that it exchange. Our proposal only
require to change the transport of BGP messages. To secure routing information itself, BGP over
TLS or QUIC can be combined with other BGP extensions such as BGPsec [58] and RPKI ROA [47].
These extensions provide security against routing changes made by ASes. Several approaches
have been proposed to address the lack of security for routing information, including SPV [42],
soBGP [98], S-BGP [54], PGBGP [50], and IRV [38].
Secure tunnels for BGP. Securing the transport of routing messages can be also made with

IPSec [52, 53, 83] or any other secured tunneling protocol such as Wireguard [24] or OpenVPN [29].
These protocols encapsulate routing messages in an encrypted payload. In the case of IPSec, the
Internet Key Exchange (IKE) [51] protocol (𝑖) authenticates the two parties with Pre-Shared Keys
(PSKs) or X.509 certificates and (𝑖𝑖) negotiate the keys used to encrypt the payload. The routers
can then securely send their data as the encrypted tunnel provides authenticity, message replay
prevention, confidentiality and integrity. QUIC or TLS with TCP-AO provides the same security
guarantees but reduces the configuration overhead, as there is no need for an extra protocol to
encrypt and authenticate data.
Router autoconfiguration. The IETF also proposed autoconfiguration for BGP sessions [17]

using the Layer 3 Neighbor Discovery protocol [16]. This approach is intended for controlled
environments, such as data centers. Our approach allows authenticating the configuration such
that it can be used in other environments, e.g., remote peering.
8 Conclusion
This paper proposes to replace the BGP transport protocol with a secure transport protocol. Instead
of using a simple TCP connection to exchange routing messages, we have modified the BIRD
routing daemon to allow BGP to establish QUIC or TCP/TLS (coupled with TCP-AO) sessions with
a remote BGP speaker. The secure transport layer makes BGP less vulnerable to packet injection
attacks, which is an immediate benefit. In addition, BGP can leverage the extensive improvements
and expertise of the TLS stack without the need for dedicated security features on top of BGP.
While improved security is a direct benefit of using TLS, we have also shown that BGP can

leverage the X.509 certificates exchanged by TLS to propose new or improved services to ISPs.
A certificate can be extended to include router configuration, which is extracted and applied to
the router receiving the certificate. The configuration is authenticated along with the certificate,
such that the router can trust the source of the configuration. This paper illustrates two uses-cases
leveraging these certificates to create backup tunnels for multihomed stubs and to suggest an
enhanced version of RTBH filtering by allowing any authenticated AS to request a black hole.
The two proposals of this paper can be deployed separately but are not completely orthogonal.

The first one specifies how to secure the BGP transport, and the second one explains how to secure
BGP configuration. Our solution is to secure both aspects with a single tool, i.e., TLS, instead of
relying on different tools to secure the transport of BGP and securly autoconfiguring routers.
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Artifacts
The source code for BGP over TLS and BGP over QUIC is available on Github at the following
URLs: https://github.com/IPNetworkingLab/BGPoTLS & https://github.com/IPNetworkingLab/
BGPoQUIC. The artifacts related to the use cases presented in this paper are available at: https:
//github.com/IPNetworkingLab/BGPoST-Artifacts.
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Fig. 10. Time needed to perform a Graceful Restart of the BGP session with a new certificate. The TCP
baseline correspond to the time required to only restart the BGP session without any additional configuration.

A Additional use-cases
Since X.509 certificates can contain arbitrary configuration data, the network operator can define
non-trivial configurations that would otherwise require manual configuration of the router. We
present two additional use cases that are simplified using certificates.

A.1 Dynamic QoS Configuration
Providers offer routing services, but could also provide advanced services such as prioritization of
certain traffic classes (e.g., VoIP) or bandwidth negotiation. To provide dynamic Quality of Service
(QoS) according to the needs of the customer, coordination between the network operators of
the customer and the provider is currently needed. Once the requirements have been agreed on,
the operator applies new configurations to the routers either manually or via their management
platform. When the customer wishes to change its requirements, the ISP needs to agree and apply
the modification, making this process potentially poorly reactive.

With certificates, we provide a mean to automatically carry out configuration changes. Consider
the case of a customer wishing to establish a dedicated connection with some cloud provider. As
the peering costs vary according to the negotiated bandwidth1, the customer may be resistant to
buy this service at all time but could adapt to different bandwidths scaling with its day and night
traffic. With our approach, the customer can request several certificates from the provider, each
corresponding to a specific bandwidth limit. When the customer establishes the routing session
with the provider during the day, it uses the certificate providing the maximum bandwidth. During
the night, the routing session is restarted (for example, by performing a graceful restart) to use the
certificate with the reduced bandwidth configuration.
From the operator’s point of view, the use of certificates reduces the burden of configuration

management and facilitates appropriate billing. In particular, each time a certificate is issued to one
router of the provider, our prototype extracts the QoS configuration from the certificate, and logs
its use in the system syslog. This logging process enables the implementation of a dynamic billing
system that correlates usage with the specific certificate used.
Proof of concept. To demonstrate the feasibility of our approach, we set up a small topology

consisting of 4 nodes: a client, a server and two routers. One router plays the role of customer,
while the other plays the role of provider. We issued two certificates, the first limits the bandwidth
between the two routers to 100 Mbps, while the second limits it to 50 Mbps. After establishing the
BGP session, we start an iPerf3 test in UDP mode to saturate the bandwidth. After ten seconds, we
perform a graceful restart on the client router using the 50 Mbps certificate. Figure 10 compares
the time taken to perform a graceful restart when the new 50 Mbps certificate is applied using TLS
to a graceful restart of a regular BGP session over TCP, serving as a baseline. We ran the test 30
1See example of pricing for AWS peering in https://aws.amazon.com/directconnect/pricing/?nc1=h_ls
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times, measuring the time taken to stop the BGP daemon, restart BGP in graceful mode, apply the
shaping rules and complete the graceful restart mechanism.
The regular graceful restart over TCP takes a median time of 4.58 seconds, while a graceful

restart on TLS that replaces the certificate takes a median time of 4.67 seconds. We argue this
represents a reasonable overhead, especially when considering the time and configuration effort
required when performing this operation manually. Our experience also shows that it is possible
to dynamically change the QoS configuration by replacing certificates. Bandwidth reduction is a
simple example of what can be done with a certificate. In fact, more complex changes to the QoS
configuration can be negotiated between BGP peers using certificates. In addition, the installation
of QoS rules can be verified using a network verification tool such as batfish [14, 31].

A.2 Flexible Scaling of Anycast Services
To dynamically adapt to the load that a service may experience over time, service administrators can
use methods that scale a service across multiple replicas. For example, the container orchestrator
Kubernetes [10] can be configured to increase or decrease the number of “pods” (i.e., units of
computation) based on the service load. Kubernetes works well when the administrator controls
the Kubernetes stack and the servers on which it can be deployed. However, when the service is
distributed across multiple ASes, the coordination to deploy Kubernetes can be cumbersome. Other
systems, such as the NTP pool project tackles Internet-scale deployment by asking volunteers to
host an NTP server [66], then to publish its IP address and location via NTP Pool web interface.
The NTP Pool updates the DNS to geographically redirect users to the nearest NTP server.

Another method of scaling an inter-AS service is to use anycast addresses. An anycast service
distributes its load across multiple servers using the same IP address. Using an anycast address
also allows users to be routed to the nearest server based on their location. A typical example of
an anycast service is the provision of DNS servers, such that users can access the nearest DNS
server. Integrating new servers into an anycast service can require a lot of coordination between
networks. For example, while Netflix caches are not directly related to anycast, adding them into
an ISP network require similar actions to adding a DNS root server2. The network operator is
responsible for manually configuring their equipment and the BGP session with the appliance.
They must also define the routing policies and provide all the necessary information to establish
the session and enable the appliance to be used for the service.

From these examples it can be seen that there are several techniques available for configuring a
dynamically scaled service. Unfortunately, there is no generic approach to configuring them, as
custom policies can be applied per replicated service.

We propose a method using BGP and certificates achieving a consistent way of scaling inter-AS
services. To add a service from a service provider to a given network, the operator requests a
certificate containing parameters for the required routing session to the service provider. The
operator installs the required software for the service on a given server and starts a BGP daemon
on this server. It establishes a BGP session towards the service provider with this certificate. When
it is established, the service provider can send the anycast address that should be advertised by
the network, such that the server can accept clients connections. A monitoring system on the
server is included to ensure that the service is running correctly, such that the anycast route can be
announced or withdrawn accordingly.
Proof of concept. To demonstrate the feasibility of the approach, we have created a small

experimental setup as illustrated by Figure 11. We deploy two replica nodes, each connected to
one router. Each node contains the NSD authoritative DNS server (v4.6.1), which serves a single A

2See https://openconnect.zendesk.com/hc/en-us/articles/360035533071-Network-configuration
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Fig. 11. With certificates, Replica B can be dynami-
cally added to spread the load of a service.

50 75 100 125 150 175 200

DNS Response Latency (ms)

0.00

0.25

0.50

0.75

1.00

C
D
F

Single

Dual

Fig. 12. When adding another replica using certifi-
cates, the latency of the DNS service to users de-
creases.

record. We then connect two clients nodes, also connected each to the routers. These two nodes
simulate multiple clients using the dnspyre tool [9]. In the first scenario (Figure 11a) “Single”, all
clients are routed to the only available replica on the left router. In the second scenario (Figure 11b)
“Dual”, clients coming from the right router are seamlessly redirected to the Replica B. The load is
adapted for each scenario, such that each DNS replica receives 2000 concurrent requests over 13
seconds in all scenarios. We configured each links of the topology with a 10 ms delay.
Figure 12 shows the response time observed in both cases. The blue curve, labelled “Single”,

contains two notable sub-curves, which matches the time taken to reach the DNS servers. The first
sub-curve, with a median of 41 ms, corresponds to queries served for the dnspyre client on the left,
while the second sub-curve, with a median of 61 ms, corresponds to the dnspyre client on the right.
The average response time for the “Single” experiment is 57.5 ms, compared with 50.5 ms when the
DNS service is replicated on the right. The orange curve shows that customers are served more
quickly when reaching the nearest DNS server. The use of certificates allows the service to adapt
dynamically to the state of the network and the location where the service is most in demand to
achieve a better service.
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